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Abstract In this paper, we introduce a generalization
of Lyapunov’s direct method for dynamical systems
with fractional damping. Hereto, we embed such sys-
tems within the fundamental theory of functional dif-
ferential equations with infinite delay and use the asso-
ciated stability concept and known theorems regarding
Lyapunov functionals including a generalized invari-
ance principle. The formulation of Lyapunov function-
als in the case of fractional damping is derived from a
mechanical interpretation of the fractional derivative in
infinite state representation. Themethod is applied on a
single degree-of-freedom oscillator first, and the devel-
oped Lyapunov functionals are subsequently general-
ized for the finite-dimensional case. This opens theway
to a stability analysis of nonlinear (controlled) systems
with fractional damping. An important result of the
paper is the solution of a tracking control problem with
fractional and nonlinear damping. For this problem,
the classical concepts of convergence and incremen-
tal stability are generalized to systems with fractional-
order derivatives of state variables. The application
of the related method is illustrated on a fractionally
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1 Introduction

Many problems in industrial applications originate
from (dynamic) instability phenomena, e.g., stick-slip
vibrations, flutter, shimmy of vehicles and feedback
instabilities in control systems. Methods to rigorously
prove stability of linear and nonlinear systems are
quintessential for the mitigation of instability-induced
vibration through improved design, vibration observers
or feedback control. The Lyapunov stability frame-
work, which encompasses the direct method of Lya-
punov, forms a central element in the research fields
Nonlinear Dynamics and Control Theory [17]. The
Lyapunov approach is classically formulated for ordi-
nary differential equations (ODEs). It is the aim of this
paper to provide a generalization of the directmethodof
Lyapunov for ODEs that contain additional fractional
derivatives of system states.

The term fractional refers to the mathematical the-
ory of fractional calculus dealing with derivatives and
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integrals of arbitrary (non-integer) order, see, e.g.,
[6,29,33] for an introduction. The theory has proven
to be applicable on a wide range of phenomena in vari-
ous disciplines of science and engineering, see [12,39]
for an overview. Particularly in mechanics, it is used
to model viscoelastic material behavior, which is char-
acterized by long-term creep and relaxation processes.
Herein, the introduction of a springpot element plays an
essential role. It represents a force law reacting linearly
on a fractional derivative of its elongation, behaving in-
between a classical spring and a dashpot for a fractional
order between zero and one. The use of springpot ele-
ments leads to good approximations in models with
few parameters and much better extrapolation proper-
ties on large time and frequency scales in comparison
with classical rheological models [2,38].

The introduction of springpots in (controlled) non-
linear mechanical systems asks for an extension of
the Lyapunov stability framework. A major compli-
cation arises through the non-local character of frac-
tional derivatives, i.e., the force in a springpot element
depends on the total history of the elongation. A sys-
tem with springpot elements has therefore an infinite
memory and has to be described by an infinite num-
ber of states which asks for the use of Lyapunov func-
tionals instead of Lyapunov functions in Lyapunov’s
directmethod. Therefore, a finite-dimensionalmechan-
ical system with additional springpots has to be con-
sidered as a functional differential equation (FDE), for
which a related Lyapunov theory exists [3,4,9,19,21].

A source of inspiration for the construction of Lya-
punov functionals for mechanical systems is the total
mechanical energy. For the case of a springpot, an inter-
pretation as an infinite arrangement of springs anddash-
pots, see [13,30,37], leads to a potential energy term
which was also derived in [11,42,43] for an electrical
system. It leads to an energy Lyapunov functional with
expressions based on the infinite state representation
(also known as diffusive representation) of fractional
integrators, which were introduced by Montseny [28],
Matignon [26] and have been elaborated by Trigeassou
et al. [42–46].

Beyond the results mentioned so far, a lot of work
has been done on stability of fractional differential
equations including Matignon’s spectral condition for
linear systems [25], linear matrix inequalities [34]
or fractional-order control [27]. Furthermore, some

results regarding Lyapunov functions and special sta-
bility concepts exist [7,20,23]. However, they cannot
be used for ODE systems containing springpots, as
a (generally) irrational differentiation order leads to
an incommensurate fractional system. Therefore, the
energy Lyapunov functionals in infinite state represen-
tation combined with the theory of FDEs appear to be
a promising approach to tackle the described problem
and recently in [15], we used this idea to prove stabil-
ity of a fractionally damped single degree-of-freedom
oscillator with additional viscous (anti-)damping using
several Lyapunov functionals.

In this paper, it is the aim to extend the method
described in [15] in three different ways. First, we
consider fractional derivatives with an infinite lower
bound of integration, which leads (in contrast to [15])
to an interpretation of fractionally damped systems as
autonomous FDEs with infinite delay and allows for
the use of a generalized invariance principle which we
develop in this paper. Furthermore, the approach for a
single degree-of-freedom oscillator is generalized for
finite-dimensional mechanical systems with fractional
damping. Finally, the results are directly applied to
solve a tracking control problem. The paper is orga-
nized as follows.We introduce the necessary content on
fractional calculus (Sect. 2) and summarize the theory
on FDEs and the related method of Lyapunov function-
als (Sect. 3). Therein, the generalized invariance princi-
ple (Theorem 5) is proven. Furthermore, we adapt the
results in [15] regarding Lyapunov functionals for a
single degree-of-freedom oscillator in the autonomous
case (Sects. 4.1–4.4) and deduce the generalization for
finite-dimensional linear fractionally damped mechan-
ical systems (Sect. 4.5). In a second step, the results are
applied on a controlled fractionally damped dynamical
system with Lur’e-type nonlinearity (Sect. 5). Partic-
ularly, we aim at tracking of a desired solution using
feedback and feedforward control. The related stabil-
ity criteria are based on generalizations of the classical
concepts of convergent dynamics [31,32] and incre-
mental stability [1] and use an incremental Lyapunov
functional inspired from the classical case and the func-
tionals used in Sect. 4. Finally, we study the exam-
ple of a two degree-of-freedom mechanical archetype
system with regularized Coulomb friction and non-
collocated control and prove tracking of a desired solu-
tion (Sect. 5.3).
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2 Fractional calculus and springpots

2.1 Fractional derivatives and the infinite
state representation

We consider the fractional Caputo derivative [5,6] of
order α ∈ (0, 1) of a continuously differentiable real-
valued function q(t) as

CDαq(t) =
∫ t

−∞
(t − τ)−α

�(1 − α)
q̇(τ )dτ, t ≥ 0 (1)

with the Gamma function

�(α) =
∫ ∞

0
uα−1e−udu. (2)

The differential operator in (1) considers the entire his-
tory (−∞, 0] of the function q, and we think of t = 0
as initial time to start integration of a differential equa-
tion containing fractional derivatives, i.e., the complete
history of q is an initial datum. The meaning and appli-
cation of the fractional Caputo derivative are explained
in the standard references [6,33].

Remark 1 There is a broad discussionwithin the scien-
tific community about the “correct” initial conditions
for differential equations containing fractional deriva-
tives. We choose an infinite lower bound for the inte-
gral in (1), as this leads to an autonomous FDE in
Sect. 3. This choice is compatible to the notions in
[24,35,41,47].

Another description of (1) is the infinite state represen-
tation

CDαq(t) =
∫ ∞

0
μ1−α(ω)z(ω, t)dω, t ≥ 0,

ż(η, t) = q̇(t) − ηz(η, t), η > 0, t ≥ 0,

z(η, 0) =
∫ 0

−∞
eητ q̇(τ )dτ, η > 0,

(3)

with the infinite states z(η, t) (denoted zC (η, t) in [46]),
where

μα(η) = sin(απ)

π
η−α (4)

as introduced in [26,28,46]. To see the correspondence
between (1) and (3), we use (4) and (2) to obtain

t−α

�(1 − α)
= 1

�(α)�(1 − α)

∫ ∞

0
t−αuα−1e−udu

=
∫ ∞

0
μ1−α(ω)e−ωtdω,

(5)

where we substituted u = ωt and used the property

�(α)�(1 − α) = π

sin(απ)
. (6)

We obtain (3) by inserting (5) in (1), using Fubini’s
theorem and the solution of the initial value problem in
(3), namely

z(η, t) =
∫ t

−∞
e−η(t−τ)q̇(τ )dτ, η > 0, t ≥ 0, (7)

such that

CDαq(t) =
∫ t

−∞

∫ ∞

0
μ1−α(ω)e−ω(t−τ)dω q̇(τ )dτ

=
∫ ∞

0
μ1−α(ω)

∫ t

−∞
e−ω(t−τ)q̇(τ )dτ dω

=
∫ ∞

0
μ1−α(ω)z(ω, t)dω.

The infinite state representation translates the fractional
derivative to integer order at the cost of a continuum
of state variables. Correspondingly, the history of the
function q is transferred to initial conditions of the infi-
nite states

z(η, 0) =
∫ 0

−∞
eητ q̇(τ )dτ. (8)

Furthermore, we utilize a second kind of infinite states
Z(η, t) (denoted zRL(η, t) in [46] as it is associated
with the fractionalRiemann–Liouville derivative) char-
acterized by

Ż(η, t) = q(t) − ηZ(η, t), η > 0, t ≥ 0,

Z(η, 0) =
∫ 0

−∞
eητq(τ )dτ, η > 0,

(9)
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Fig. 1 Force acting on a springpot

whichwill prove to beuseful for the formulation ofLya-
punov functionals later. The solution of (9) is given by

Z(η, t) =
∫ t

−∞
e−η(t−τ)q(τ )dτ, η > 0, t ≥ 0 (10)

and it is related to the infinite states z(η, t) in (3) by

z(η, t) =
∫ t

−∞
e−η(t−τ)q̇(τ )dτ

=
[
e−η(t−τ)q(τ )

]t
−∞ − η

∫ t

−∞
e−η(t−τ)q(τ )dτ

= q(t) − ηZ(η, t) = Ż(η, t), η > 0, t ≥ 0,

whenever q is bounded.

2.2 Mechanical
representation and potential energy of springpots

In mechanics, we consider fractional derivatives to
model hereditary material behavior. In particular, a so-
called springpot (Fig. 1), see [18], is considered as an
abstract mechanical element which fulfills a force law
of the form

−λ(t) = c CDαq(t), (11)

where the elongation q of the springpot element
changes according to (11) depending on the force λ

acting on it, where c > 0 and α ∈ (0, 1) are constant.
For a springpot, a unit step force input

−λ(t) = 	(t) (12)

with the Heaviside step function 	 leads to a time-
dependent elongation output of the form

q(t) = 1

c

tα

�(1 + α)
, t ≥ 0, (13)

Fig. 2 Elongation output (13) for a unit step force input
−λ(t) = 	(t), c = 1 and various values of α ∈ [0, 1]

which shows a behavior “in-between” a spring (α = 0)
and a dashpot (α = 1), see Fig. 2. A mechanical inter-
pretation of springpots as an infinite arrangement of
springs and dashpots is given in [13,15,30,37] and a
related potential energy E , which is useful for the direct
method of Lyapunov, can be formulated as

E(t) = c

2

∫ ∞

0
μ1−α(ω)z2(ω, t)dω, (14)

with z(η, t) as in (3), see [13,15]. In [11,40], the energy
storage of a fractional element in an electrical circuit
was derived, which through the mechanical-electrical
analogy, is equivalent to the potential energy (14).

3 Stability of functional differential equations
with infinite delay

A reparametrization of (1) using s = τ − t leads to the
expression

CDαq(t) =
∫ 0

−∞
(−s)−α

�(1 − α)
q̇(t + s)ds

=
∫ 0

−∞
(−s)−α

�(1 − α)
q̇t (s)ds,

(15)
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where q̇t (s) = q̇(t + s). In that sense, q̇t is for each
t ≥ 0 a function on (−∞, 0] and the above integral is
a functional acting on q̇t . Furthermore, we consider an
autonomous mechanical system with fractional damp-
ing described by the equations of motion

M(q)q̈(t) − h
(

q,CDαq, q̇
)

= 0, (16)

with generalized coordinates q ∈ R
f , f := n

2 ∈N,
a non-singular mass matrix M(q) and the vector
h
(
q,CDαq, q̇

)
including gyroscopic, potential and

non-potential forces as well as forces of springpots.
A detailed explanation, how springpots (as general-
ized force laws) can be introduced in the equations of
motion, is given in Sect. 4.5. Premultiplying (16) with
(M(q))−1 and using the same notation as in (15), we
obtain

q̈(t) = (M(q))−1h
(

q,CDαq, q̇
)

=: h̃(q, q̇t ), (17)

where h̃ is a functional, that particularly includes the
third argument of h as q̇(t) = q̇t (0). The equations of
motion can be written in first-order form

{
q̇(t) = v(t),

v̇(t) = h̃(q, vt )
(18)

with generalized velocities v ∈ R
f . In view of (18) and

using the state space notation x = [
qT vT

]T
, we con-

sider an autonomousmechanical systemwith fractional
damping as a so-called (autonomous retarded) func-
tional differential equation (FDE) with infinite delay
[3,4,9,19] of the form

ẋ(t) = f(xt ), t ≥ 0 (19)

with zero initial time, where xt (s) = x(t + s) for
s ∈ (−∞, 0]. Herein, the right-hand side is a con-
tinuous map

f : QH → R
n (20)

mapping bounded sets into bounded sets, defined
on an open subset QH ⊂ X of the Banach space
X := BU ((−∞, 0];Rn)of boundeduniformly contin-
uous functions mapping (−∞, 0] to R

n . We consider

the Euclidean norm ‖ · ‖2 on R
n and the supremum

norm ‖ · ‖∞ on X , where

‖ϕ‖∞ = sup
s≤0

‖ϕ(s)‖2, ϕ ∈ X. (21)

Furthermore, assume that QH is bounded and

QH ⊂ {ϕ ∈ X | ‖ϕ‖∞ < H}, H > 0. (22)

A solution of (19) with initial functionϕ ∈ X is a func-
tion x = x(ϕ) defined and continuous on (−∞, T ) for
some T > 0 such that xt (ϕ) ∈ QH for t ∈ [0, T ),
x0(ϕ) = ϕ andx(ϕ)(t) satisfies (19) for t ∈ [0, T ). The
above choice of the state space X guarantees local exis-
tence and uniqueness of solutions if f satisfies a local
Lipschitz condition [10,36]. Additionally, we obtain
the following important assertion for the case when a
solution exists for all t ≥ 0.

Proposition 2 Every orbit {xt |t ≥ 0} in the space
X = BU ((−∞, 0];Rn) generated by a solution x of
(19)with x(t) bounded on [0,∞) belongs to a compact
subset of X.

The proof of Proposition 2 under more general condi-
tions can be found in [8,10]. The crucial property of the
state space is thereby that the mapping t 	→ xt is con-
tinuous on [0, T ) for x = x(ϕ) continuous on [0, T )

and ϕ ∈ X . This property is, for example, not fulfilled
in the space CB((−∞, 0],Rn) of bounded continuous
functions, see [36] and [16, Remark 2.3].
We will use the above property in the proof of our main
theorem regarding Lyapunov functionals below. First,
we introduce stability of FDEs and define invariant sets
similar as in [3,4,9,19].

Definition 3 (Stability) Let f(0) = 0. The trivial solu-
tion x(ϕ)(t) = 0 of (19)with initial functionϕ is called

(a) stable, if for all ε ∈ (0, H ] there exists a
δ = δ(ε) > 0 such that ‖x(ϕ)(t)‖2 < ε for t ≥ 0
if ‖ϕ‖∞ < δ.

(b) locally asymptotically stable, if it is stable and there
exists a δ > 0 such that lim

t→∞ ‖x(ϕ)(t)‖2 = 0 if

‖ϕ‖∞ < δ.
(c) globally asymptotically stable, if the condition in

(b) holds for all δ ∈ (0, H ].
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Definition 4 (Limit sets, Invariance)

(a) An element ψ ∈ X belongs to the ω-limit set
�(ϕ) of ϕ if x(ϕ) is defined on R and there
exists a non-negative sequence {t j } j∈N, t j → ∞
as j → ∞ such that ‖xt j (ϕ) − ψ‖∞ → 0 as
j → ∞.

(b) A set Q ⊂ X is called invariant if xt (ϕ) ∈ Q for
any ϕ ∈ Q and t ∈ [0,∞).

We will now come to the invariance principle for FDEs
adapted from [9], which will be instrumental in solving
the stability problems for fractionally damped systems
in Sects. 4 and 5.

Theorem 5 (Invariance principle) Let f : QH → R
n

be such that f(0) = 0 and denote u : [0,∞) → R

some scalar, continuous, non-decreasing function such
that u(0) = 0, u(r) > 0 for r > 0 and u(r) → ∞
for r → ∞. Let there exist a continuous functional
V : QH → R with V (0) = 0 such that

u(‖ϕ(0)‖2) ≤ V (ϕ) ∀ϕ ∈ QH , (23)

V̇ (xt ) ≤ 0 ∀t ≥ 0, xt ∈ QH (24)

and let {0} be the largest invariant set in {ϕ|V̇ (ϕ) = 0}.
Then, the trivial solution of (19) is globally asymptot-
ically stable.

Herein, V̇ (xt ) denotes d
dt (V ◦ x) = ∂V

∂x · f(xt ). For
the proof of this theorem, we need some properties of
the ω-limit set of the initial function ϕ as in the finite-
dimensional case.

Proposition 6 Let x(ϕ) be a solution of (19) with ini-
tial function ϕ and assume {xt (ϕ)|t ≥ 0} belongs to a
compact set in QH , then �(ϕ) is non-empty, compact,
invariant and

dist(xt (ϕ),�(ϕ)) → 0 as t → ∞.

The proof of Proposition 6 is similar to the correspond-
ing one in the finite-dimensional case [17, C3] and
given in [10, Theorem 3.2]. Herein, Proposition 2 is
used.

Proof (of Theorem 5) For stability, assume any
ε ∈ (0, H ] and choose δ > 0 such that

V (ϕ) ≤ u(ε) (25)

for ‖ϕ‖∞ < δ. Using (23) and (24), we obtain

u(‖x(t)‖2) ≤ V (xt ) ≤ V (x0) = V (ϕ) ≤ u(ε), t ≥ 0

(26)

and the monotonicity of u implies ‖x(t)‖2 ≤ ε for
t ≥ 0.
To prove asymptotic stability, consider the open level
sets �c = {ϕ|V (ϕ) < c}. For ϕ ∈ �c, we have
through (23) u(‖ϕ(0)‖2) < c and as u(r) → ∞ for
r → ∞, we can choose c > 0 such that ‖ϕ(0)‖2 ≤ H .
As V̇ ≤ 0 on �c, xt (ϕ) ∈ �c for t ≥ 0 and
hence ‖x(ϕ)(t)‖2 ≤ H for t ≥ 0 which implies
‖xt (ϕ)‖∞ ≤ H . By Proposition 2, {xt (ϕ)|t ≥ 0}
belongs to a compact subset of X such that V (xt (ϕ)),
being non-increasing, is bounded from below and
therefore has a limit limt→∞ V (xt (ϕ)) = a. By Propo-
sition 6, {xt (ϕ)|t ≥ 0} has a non-empty, compact,
invariant ω-limit set �(ϕ) which belongs to the afore-
mentioned compact set. This implies forψ ∈ �(ϕ) that
V (ψ) = lim j→∞ V (xt j (ϕ)) = a, as V is continuous.
Hence, V ≡ a on �(ϕ) and as �(ϕ) is invariant, we
obtain V̇ = 0 in �(ϕ) and �(ϕ) ⊂ {0}. Again, by
Proposition 6, every solution approaches its ω-limit set
for t → ∞. Hence, xt approaches {0} for t → ∞. �
Corollary 7 Assume the conditions on f and V includ-
ing (23), (24) as in Theorem 5 and additionally

V̇ (xt ) ≤ −ũ(‖x(ϕ)(t)‖2) ∀t ≥ 0, xt ∈ QH (27)

for some scalar, continuous, non-decreasing function
ũ : [0,∞) → R such that ũ(0) = 0, ũ(r) > 0 for
r > 0. Then, the trivial solution of (19) is globally
asymptotically stable.

Proof The proof starts as in Theorem 5 and condition
(27) leads directly to the fact that {0} is the largest
invariant set in {ϕ|V̇ (ϕ) = 0}. �

4 Application on a damped harmonic oscillator

4.1 Preliminaries

In this section, we want to apply the above stability
theorems on a single degree-of-freedom, fractionally
damped oscillator (Fig. 3) that fulfills the equations of
motion

mq̈(t) + dq̇(t) + c CDαq(t) + kq(t) = 0, t ≥ 0

(28)
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Fig. 3 Mass-spring-dashpot-springpot system

with mass m, elongation q, damping coefficient d,
spring coefficient k, springpot coefficient c and dif-
ferentiation order α ∈ (0, 1) and a given continu-
ously differentiable initial function ϕ such that ϕ, ϕ̇ ∈
BU ((−∞, 0];R) and

q(s) = ϕ(s), s ≤ 0. (29)

In view of (15) and (18), we obtain an FDE

⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩

q̇(t) =v(t),

v̇(t) = − k

m
q(t) − d

m
v(t)

− c

m

∫ 0

−∞
(−s)−α

�(1 − α)
vt (s)ds.

(30)

with

vt (s) = v(t + s), s ∈ (−∞, 0]. (31)

Using the infinite states in (3) or, equivalently, inserting
(5) and

z(ω, t) =
∫ t

−∞
e−ω(t−τ)v(τ )dτ =

∫ 0

−∞
eωsvt (s)ds

(32)

in the last term of (30), we can reformulate the FDE
(30) equivalently as

⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

q̇(t) =v(t),

v̇(t) = − k

m
q(t) − d

m
v(t)

− c

m

∫ ∞

0
μ1−α(ω)z(ω, t)dω.

(33)

As all the Lyapunov functionals used for the follow-
ing stability proofs are formulated with the help of the
infinite states z and Z from (3) and (9), we prefer the
formulation (33) but keep in mind that we can interpret
(28) as FDE (30).

In the following, we want to prove asymptotic sta-
bility of the trivial equilibrium of (30) for several cases
using Theorem 5 and Corollary 7. Hence, to be sure
that the right-hand side of (33) is bounded for bounded
inputs, we estimate the improper integral by splitting
the interval of integration for ω in two parts which
yields

∣∣∣∣
∫ ∞

1
μ1−α(ω)

∫ 0

−∞
eωsvt (s)ds dω

∣∣∣∣
≤
∫ ∞

1
μ1−α(ω)

∫ 0

−∞
eωsds dω‖vt‖∞

= sin(απ)

π

∫ ∞

1
ωα−2dω‖vt‖∞

= sin(απ)

(1 − α)π
‖vt‖∞

and

∣∣∣∣
∫ 1

0
μ1−α(ω)

∫ 0

−∞
eωs q̇t (s)ds dω

∣∣∣∣
≤
∫ 1

0
μ1−α(ω)

∣∣∣∣q(t) − ω

∫ 0

−∞
eωsqt (s)ds

∣∣∣∣ dω

≤
∫ 1

0
μ1−α(ω)

(
‖qt‖∞

+ω

∫ 0

−∞
eωsds‖qt‖∞

)
dω

= 2
∫ 1

0
μ1−α(ω)dω‖qt‖∞

= 2
sin(απ)

απ
‖qt‖∞.

We consider the cases d = 0 (no viscous damping),
d > 0 (damping) and d < 0 (anti-damping) and pro-
pose different functionals for the stability and attrac-
tivity proofs.

4.2 No viscous damping

First, we consider (28) for the case d = 0 and use the
total mechanical energy
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V1(qt , vt ) = m

2
v2t (0) + k

2
q2t (0)

+ c

2

∫ ∞

0
μ1−α(ω)z2(ω, t)dω (34)

as a Lyapunov functional as in [13,15], which contains
the potential energy (14) of the springpot. The notation
of the arguments in (34) is adapted from Sect. 3. We
prove asymptotic stability of the trivial solution with
the help of Theorem 5. It is obvious that inequality
(23) holds for V1. Furthermore, as

V̇1 = kqt (0)q̇t (0) + mvt (0)v̇t (0)

+ c
∫ ∞

0
μ1−α(ω)z(ω, t)ż(ω, t)dω

= vt (0)

(
mq̈t (0) + kqt (0)

+c
∫ ∞

0
μ1−α(ω)z(ω, t) dω

)

− c
∫ ∞

0
μ1−α(ω) ω z2(ω, t) dω

= −c
∫ ∞

0
μ1−α(ω) ω z2(ω, t) dω ≤ 0, (35)

inequality (24) is fulfilled, such that the trivial solution
is stable. Moreover, examine the largest invariant set in
{V̇1 = 0}. From (35), we conclude

z(ω, ·) = 0 for almost all ω ≥ 0 (36)

and substitution in the z-dynamics of (3) results in

q̇ = v = 0, (37)

which together with (28) implies that {0} is the largest
invariant set in {V̇1 = 0}. Finally, all conditions of
Theorem 5 are fulfilled and the trivial solution is glob-
ally asymptotically stable. Note that V̇1 in (35) can be
interpreted as internal power losses of the springpot, see
[13,30,37] or for an analogue electrical system [11,40].

4.3 Viscous damping

Using the energy functional V1 in the case d > 0 again
leads to a non-positive rate of V1

V̇1 = −dv2(t) − c
∫ ∞

0
μ1−α(ω) ω z2(ω, t) dω ≤ 0,

(38)

which proves asymptotic stability of the equilibrium
using the same arguments as for the case without
viscous damping. Alternatively, we propose an aug-
mented candidate Lyapunov functional which contains
the potential energy term (14) to prove asymptotic sta-
bility with the help of Corollary 7. Therefore, the func-
tional includes an additional term using the infinite
states from (9). It has the form

V2(qt , vt ) =m

2
v2t (0) + k

2
q2t (0) + d2

4m
q2t (0)

+ d

2
qt (0)vt (0)

+ c

2

∫ ∞

0
μ1−α(ω)z2(ω, t)dω

+ cd

4m

∫ ∞

0
μ1−α(ω) ω Z2(ω, t)dω.

(39)

We check the assumptions in Theorem 5 and Corol-
lary 7. For (23) we can estimate

V2(qt , vt ) ≥m

2
v2t (0) + k

2
q2t (0) + d2

4m
q2t (0)

+ d

2
qt (0)vt (0)

=m

4
v2t (0) + k

2
q2t (0)

+
(

d

2
√
m
qt (0) +

√
m

2
vt (0)

)2

≥ m

4
v2t (0) + k

2
q2t (0),

(40)

such that (23) is fulfilled. Moreover, we compute the
rate of V2 along solution curves

V̇2 = mvt (0)v̇t (0) + kqt (0)q̇t (0) + d

2
q̇t (0)vt (0)

+ d

2
qt (0)v̇t (0) + d2

2m
qt (0)q̇t (0)

+ c
∫ ∞

0
μ1−α(ω)z(ω, t)ż(ω, t)dω

+ cd

2m

∫ ∞

0
μ1−α(ω) ω Z(ω, t)Ż(ω, t)dω

= −dv2t (0) − cvt (0)
∫ ∞

0
μ1−α(ω)z(ω, t)dω

+ d

2
v2t (0) + d

2
qt (0)

[
− k

m
qt (0) − d

m
vt (0)
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− c

m

∫ ∞

0
μ1−α(ω)z(ω, t)dω

]
+ d2

2m
qt (0)vt (0)

+ c
∫ ∞

0
μ1−α(ω)z(ω, t) (vt (0) − ω z(ω, t)) dω

+ cd

2m

∫ ∞

0
μ1−α(ω) (qt (0) − z(ω, t)) z(ω, t)dω

= −d

2
v2t (0) − kd

2m
q2t (0)

− c
∫ ∞

0
μ1−α(ω)

(
ω + d

2m

)
z2(ω, t)dω

≤ −d

2
v2(t) − kd

2m
q2(t),

which proves (27) and using Corollary 7 leads to global
asymptotic stability of the trivial equilibrium. The par-
ticular structure of the functional V2 in (39) is revisited
for a stability proof in Sect. 5.

4.4 Viscous anti-damping

For the case d < 0, whose physical interpretation is
explained and motivated in [15, Sect. 4.5.3], we expect
the equilibrium of (28) to remain stable only for certain
values of d. The detailed requirements on the param-
eters in (28) to ensure stability have been derived in
[15] using the Laplace transform method and a special
Lyapunov functional. The result is formulated in the
following assertion.

Proposition 8 Let m, k, c > 0, α ∈ (0, 1) and let
r = r∗ > 0 be the solution of

−mr2 + crα cos
(απ

2

)
+ k = 0. (41)

Let d ∈ R be such that the inequality

dr∗ + crα∗ sin
(απ

2

)
> 0 (42)

holds. Then, the trivial solution of (28) is globally
asymptotically stable.

From the above statement, it follows that a springpot
can stabilize an oscillator up to a critical negative vis-
cous damping with coefficient

dcrit = −c sin
(απ

2

)
rα−1∗ . (43)

We conclude that we may regard (43) as the equivalent
viscous damping capability of a springpot. The depen-
dency of dcrit on α ∈ (0, 1) may change drastically
for different parameter sets, and it is quite interesting
that the magnitude of dcrit can become greater than c
for certain values of α, i.e., a springpot can induce a
higher rate of dissipation than a dashpot with the same
coefficient [15]. For the proof of Proposition 8 with
the help of the direct method of Lyapunov, the energy
functional is not usable any more, as anti-damping can
lead to an increasing energy in some time intervals, see
[43]. Therefore, we introduce another Lyapunov func-
tional, which will be motivated by a reformulation of
the fractional derivative. Moreover, we will need the
following auxiliary propositions.

Proposition 9

∫ ∞

0

μα(ω)

ω + s
dω = s−α, s ∈ C\R−, α ∈ (0, 1). (44)

Proof Due to the relation for the Laplace transform of
e−ωt

L{e−ωt }(s) =
∫ ∞

0
e−ωte−stdt =

∫ ∞

0
e−(ω+s)tdt

=
[
− 1

ω + s
e−(ω+s)t

]∞

0
= 1

ω + s
,

we obtain (44) using the formula

�(α)�(1 − α) = π

sin(απ)

and Fubini’s Theorem as

∫ ∞

0

μα(ω)

ω + s
dω = sin(απ)

π

∫ ∞

0
ω−α

∫ ∞

0
e−(ω+s)tdtdω

= sin(απ)

π

∫ ∞

0
e−st

∫ ∞

0
ω−αe−ωtdωdt

= sin(απ)

π

∫ ∞

0
e−st �(1 − α)tα−1dt

= sin(απ)

π
�(1 − α)�(α)s−α = s−α. �

Proposition 10 For α ∈ (0, 1) and r > 0, the identi-
ties

∫ ∞

0

μ1−α(ω)

ω2 + r2
dω = cos

(απ

2

)
rα−2 (45)
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∫ ∞

0

μ1−α(ω)ω

ω2 + r2
dω = sin

(απ

2

)
rα−1 (46)

hold.

Proof Substitute η = ω2 and dη = 2ω dω in the inte-
gral and obtain

∫ ∞

0

μ1−α(ω)

ω2 + r2
dω = sin(απ)

π

∫ ∞

0

ωα−1

ω2 + r2
dω

= sin(απ)

2π

∫ ∞

0

η
α
2 −1

η + r2
dη

= sin(απ)

2 sin
(

απ
2

)
∫ ∞

0

μ1− α
2
(η)

η + r2
dη.

Using the sine-double-angle formula and (44), we
directly obtain (45). The proof of (46) is analogous. �
Remark 11 Similar assertions as in Proposition 10 are
proven in [43].

In the following, let r∗ be the solution of (41).We refor-
mulate the fractional derivative using equations (3), (9)
and Proposition 10 as

CDαq(t) =
∫ ∞

0
μ1−α(ω)z(ω, t)dω

=
∫ ∞

0

μ1−α(ω)ω

ω2 + r2∗
ωz(ω, t)dω

+ r2∗
∫ ∞

0

μ1−α(ω)

ω2 + r2∗
z(ω, t)dω

=
∫ ∞

0

μ1−α(ω)ω

ω2 + r2∗
dω q̇(t)

−
∫ ∞

0

μ1−α(ω)ω

ω2 + r2∗
ż(ω, t)dω

+ r2∗
∫ ∞

0

μ1−α(ω)

ω2 + r2∗
dω q(t)

− r2∗
∫ ∞

0

μ1−α(ω)ω

ω2 + r2∗
Z(ω, t)dω

= sin
(απ

2

)
rα−1∗ q̇(t)

−
∫ ∞

0

μ1−α(ω)ω

ω2 + r2∗
ż(ω, t)dω

+ cos
(απ

2

)
rα∗ q(t)

− r2∗
∫ ∞

0

μ1−α(ω)ω

ω2 + r2∗
Z(ω, t)dω.

(47)

Therein, we detect new improper integrals of the infi-
nite states with a new integration kernel which we call

K(α, η) := μ1−α(η) η

η2 + r2∗
. (48)

This leads to a reformulation of the equation of motion
(28) as

mq̈(t) = −
(
k + c cos

(απ

2

)
rα∗
)
q(t)

−
(
d + c sin

(απ

2

)
rα−1∗

)
q̇(t)

+cr2∗
∫ ∞

0
K(α, ω)Z(ω, t)dω

+c
∫ ∞

0
K(α, ω)ż(ω, t)dω, (49)

which contains modified stiffness and damping param-
eters

k̃ := k + c cos
(απ

2

)
rα∗ , d̃ := d + c sin

(απ

2

)
rα−1∗ . (50)

Obviously, the modified stiffness parameter k̃ is posi-
tive, while the modified damping parameter d̃ becomes
non-positive for d ≤ dcrit . A coordinate transformation
to modified positions

q̃(t) = q(t) − c

k̃
r2∗
∫ ∞

0
K(α, ω)Z(ω, t)dω

= k

k̃
q(t) + c

k̃
r2∗
∫ ∞

0

K(α, ω)

ω
z(ω, t)dω

(51)

and modified velocities

ṽ(t) = q̇(t) − c

m

∫ ∞

0
K(α, ω)z(ω, t)dω (52)

transforms (49) to a reformulated system

⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩

˙̃q(t) = ṽ(t),

˙̃v(t) = − k̃

m
q̃(t) − d̃

m
ṽ(t)

− d̃c

m2

∫ ∞

0
K(α, ω)z(ω, t)dω

(53)

in first-order form. Note that the first equation in (53)
holds becausemr2∗ = k̃, as r∗ is the solution of (41).We
are now ready to give the Lyapunov proof of asymptotic
stability.
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Proof (of Proposition 8)Again, we show that all condi-
tions in Theorem 5 are fulfilled. Consider the candidate
Lyapunov functional

V3(qt , vt ) = m

2
ṽ2t (0) + k̃

2
q̃2t (0)

= + d̃c

2m

∫ ∞

0
K(α, ω)z2(ω, t)dω (54)

and prove inequality (23) for V3 w.r.t. the functions qt
and vt . Hereto, consider the split of the integral term in
(54)

∫ ∞

0
K(α, ω)z2(ω, t)dω =

∫ 1

0
K(α, ω)z2(ω, t)dω

+
∫ ∞

1
K(α, ω)z2(ω, t)dω

and use the mean value theorem for the first term and
the inequality ω ≥ 1 in the second term to find a con-
stant C̃ ∈ (0, 1], such that

∫ ∞

0
K(α, ω)z2(ω, t)dω

≥ C̃
∫ ∞

0

K(α, ω)

ω
z2(ω, t)dω. (55)

Moreover, we use Hölder’s inequality and Proposition
10 to obtain

(∫ ∞

0

K(α, ω)

ω
z(ω, t)dω

)2

≤
∫ ∞

0

K(α, ω)

ω
dω ·

∫ ∞

0

K(α, ω)

ω
z2(ω, t)dω

= cos
(απ

2

)
rα−2∗

∫ ∞

0

K(α, ω)

ω
z2(ω, t)dω

(56)

and

(∫ ∞

0
K(α, ω)z(ω, t)dω

)2

≤
∫ ∞

0
K(α, ω)dω ·

∫ ∞

0
K(α, ω)z2(ω, t)dω

= sin
(απ

2

)
rα−1∗

∫ ∞

0
K(α, ω)z2(ω, t)dω.

(57)

By splitting the third term in (54) in two equal parts,
estimating the first with (56) and the second with (57),
we may estimate (54) as

V3(qt , vt ) ≥ m

2
ṽ2t (0) + d̃c

4m sin( απ
2 )rα−1∗

×
(∫ ∞

0
K(α, ω)z(ω, t)dω

)2

+ k̃

2
q̃2t (0)

+ d̃cC̃
4m cos( απ

2 )rα−2∗

×
(∫ ∞

0

K(α, ω)

ω
z(ω, t)dω

)2

. (58)

Finally, applying the general relation

(a+b)2+γ b2 = γ

1 + γ
a2+

(
a√
1 + γ

+√1 + γ b

)2

(59)

for a, b, γ ∈ R, γ > 0 on the first two and the last two
terms of (58) using (51) and (52), we obtain inequality
(23) for V3. Furthermore, we compute the rate of V3 as

V̇3 = m ˙̃vt (0)ṽt (0) + k̃q̃t (0) ˙̃qt (0)

+ d̃c

m

∫ ∞

0
K(α, ω)z(ω, t)ż(ω, t)dω.

Inserting the dynamics from (53), we obtain

V̇3 = ṽ(t)

(
−d̃ ṽ(t) − d̃c

m

∫ ∞

0
K(α, ω)z(ω, t)dω

)

+ v(t)
d̃c

m

∫ ∞

0
K(α, ω)z(ω, t)dω

− d̃c

m

∫ ∞

0
K(α, ω) ω z2(ω, t)dω

= −d̃ ṽ2(t) + d̃c2

m2

(∫ ∞

0
K(α, ω)z(ω, t)dω

)2

− d̃c

m

∫ ∞

0
K(α, ω) ω z2(ω, t)dω.

Again, Hölder’s inequality and Proposition 10 lead to
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(∫ ∞

0
K(α, ω)z(ω, t)dω

)2

≤
∫ ∞

0

K(α, ω)

ω
dω ·

∫ ∞

0
K(α, ω) ω z2(ω, t)dω

= cos
(απ

2

)
rα−2∗

∫ ∞

0
K(α, ω) ω z2(ω, t)dω

(60)

and we finally obtain

V̇3 ≤ −d̃ ṽ2(t) − d̃c

m

(
1 − c

m cos
(

απ
2

)
rα−2∗

)

·
∫ ∞

0
K(α, ω) ω z2(ω, t)dω,

(61)

where due to (41)

mr2∗ − c cos
(απ

2

)
rα∗ = k > 0

⇒ 1 − c

m
cos
(απ

2

)
rα−2∗ > 0.

Hence, we obtain (24) for d > dcrit and, using the same
arguments as in Sect. 4.2, we conclude that {0} is the
largest invariant set in {V̇3 = 0} such that all conditions
of Theorem 5 are fulfilled. This leads to the proof of
global asymptotic stability of the trivial equilibrium. �
Finally, we have found a Lyapunov functional V3, such
that V̇3 ≤ 0, which has the form of an energy functional
w.r.t. the new coordinates q̃t and ṽt and, using Theo-
rem 5, we conclude global asymptotic stability. In [15],
we used a non-autonomous version of Corollary 7 for
the stability proof by introducing the more elaborate
Lyapunov functional

V4(qt , vt ) = m

2
ṽ2t (0) + k̃

2
q̃2t (0) + d̃2

4m
q̃2t (0)

+ d̃

2
q̃t (0)ṽt (0)

+ d̃c

2m

∫ ∞

0
K(α, ω)z2(ω, t)dω

+ d̃2c

4m2

∫ ∞

0
K(α, ω)ωZ2(ω, t)dω

− d̃2c

4m2

c

k̃
r2∗
(∫ ∞

0
K(α, ω)Z(ω, t)dω

)2

,

(62)

which fulfills (27) for d > dcrit , see [15] for the
details. However, the invariance principle renders the
use of V4 redundant for the proof. In summary, the
Lyapunov proofs in this section lead to the following
conclusions.

Remark 12

(a) The energy of a springpot (14) and the infinite
states z(η, ·) in (3) and Z(η, ·) in (9), η > 0
are valuable expressions for the formulation of
Lyapunov functionals for fractionally damped sys-
tems.

(b) The conditions for asymptotic stability in Propo-
sition 8 are equivalent to the necessary and suffi-
cient conditions obtained by the eigenvalue anal-
ysis in [15]. Furthermore, it is possible to obtain
the same conditions using the energy balance prin-
ciple as it was done in [42,43] for an electrical
system. As such, the choice of the functional V3
is optimal to estimate the critical negative damp-
ing parameter.Moreover, the direct method of Lya-
punov has advantages over an eigenvalue analysis
or the energy balance principle, as it can lead to
global stability results in the nonlinear case, avoids
the cumbersome computation of eigenvalues and
may even give results in the non-hyperbolic case
where an eigenvalue analysis fails.

(c) As already mentioned in Remark 1, the initial-
ization in (1) leads to an autonomous FDE and
thereby allows for the use of an invariance princi-
ple (Theorem 5) to prove asymptotic stability. This
leads to an easier reasoning than in [15], where a
finite-history approach for the fractional derivative
resulted in non-autonomous FDEs.

(d) The reformulation in (47) leads to a novel represen-
tation of the fractional derivative with two advan-
tages (besides the Lyapunov stability proof). First,
the reformulation extracts the stiffness and vis-
cous damping behavior of a springpot through the
parameters k̃ and d̃ in (50) leading to an improved
mechanical interpretation of fractional damping.
Second, the improper integrals of the infinite states
contain a new kernel K as in (48), which, in con-
trast to (4), is integrable and asymptotically decays
to zero. These properties lead to advantages for a
quadrature of the integrals and are the basis for a
novel numerical scheme to solve ordinary differen-
tial equations containing fractional derivatives that
we proposed in [14].
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4.5 Generalization for linear finite-dimensional
mechanical systems

Wewant to extend the proposedLyapunov approach for
the one-dimensional case to a general linear mechani-
cal system

Mq̈+(D+G)q̇+Kq−Wλ = 0, −λ = c CDαg (63)

with generalized coordinates q ∈ R
f , mass matrix

M, damping matrix D, gyroscopic matrix G, stiffness
matrix K, springpot coefficient c and differentiation
order α, where M, D and K are constant symmetric
positive definite matrices and G = −GT is a con-
stant skew-symmetric matrix in R

f × f . Furthermore,
consider a generalized force Wλ with constant gener-
alized force direction W ∈ R

f ×1 and a force law λ

of a springpot with elongation g that fulfills the linear
geometric relation

g = WTq. (64)

To prove stability of the trivial equilibrium, we proceed
as in Sects. 4.2 and 4.3 using infinite states (3) and the
energy Lyapunov functional

V5(qt , q̇t ) = 1

2
qt (0)

TKqt (0) + 1

2
q̇t (0)

TMq̇t (0)

+ c

2

∫ ∞

0
μ1−α(ω)z2(ω, t)dω, (65)

that fulfills (23) asK,M are positive definite and (24) as

V̇5 = −q̇TDq̇ − c
∫ ∞

0
μ1−α(ω) ω z2(ω, ·)dω ≤ 0.

(66)

As D is positive definite and c > 0, again {0} is the
largest invariant set in {V̇5 = 0} and asymptotic sta-
bility of the trivial equilibrium can be concluded using
Theorem 5 as before.

Hereafter, we generalize the case of anti-damping
from Sect. 4.4. Therefore, let M and K be symmetric
and positive definite as before, whereas G = 0 andD is
symmetric but has one (possibly) non-positive eigen-
value

d > −c sin
(απ

2

)
rα−1∗ (67)

with normalized eigenvector W, WTW = 1, where r∗
solves the generalized eigenvalue problem

(
KM−1 + c cos

(απ

2

)
WTM−1Wrα − r2

)
W = 0,

(68)

such that W is an eigendirection of K (with eigenvalue
k) and M (with eigenvalue m) as well, i.e., r∗ is the
solution of (41) as in the one-dimensional case. Using
the representation (47) of the fractional derivative and
the infinite states (3), we can reformulate (63) as

0 = Mq̈ + D̃q̇ + K̃q − cW
∫ ∞

0
K(α, ω)ż(ω, ·)dω

− cr2∗W
∫ ∞

0
K(α, ω)Z(ω, ·)dω (69)

with new stiffness and damping matrices

K̃ := K + c cos
(απ

2

)
rα∗ WWT,

D̃ := D + c sin
(απ

2

)
rα−1∗ WWT,

(70)

which both are symmetric and positive definite. Again,
a coordinate transformation

q̃ = q − cM−1W
∫ ∞

0
K(α, ω)Z(ω, ·)dω (71)

results, using (68) in the modified equations of motion

0 = M ¨̃q + D̃ ˙̃q + K̃q̃

+cD̃M−1W
∫ ∞

0
K(α, ω)z(ω, ·)dω. (72)

From the assumptions above, we directly obtain

D̃M−1W =
(
d + c sin

(απ

2

)
rα−1∗

)
m−1W =: d̃

m
W,

(73)

which leads to the Lyapunov functional

V6(qt , q̇t ) = 1

2
q̃t (0)

TK̃q̃t (0) + 1

2
˙̃qt (0)

TM ˙̃qt (0)

+ cd̃

2m

∫ ∞

0
K(α, ω)z2(ω, t)dω. (74)

123



2030 M. Hinze et al.

Similar as for V3, we can show (23) for V6 as K̃, M are
positive definite and estimate its time derivative insert-
ing the dynamics (72) and using (60), (68) as

V̇6 = −˙̃qTD̃ ˙̃q

+ cd̃

m
cWTM−1W

(∫ ∞

0
K(α, ω)z(ω, ·)dω

)2

− cd̃

m

∫ ∞

0
K(α, ω) ω z2(ω, ·)dω ≤ −˙̃qTD̃ ˙̃q

− cd̃

m

(
1 − c

m cos
(

απ
2

)
rα−2∗

)

·
∫ ∞

0
K(α, ω) ω z2(ω, ·)dω

= −˙̃qTD̃ ˙̃q − cd̃k

m2r2∗

∫ ∞

0
K(α, ω) ω z2(ω, ·)dω

≤ 0, (75)

such that (24) is satisfied and {0} is the largest invari-
ant set in {V̇6 = 0}. Using Theorem 5, we conclude
asymptotic stability as usual. A further generalization
for several springpot elements is straightforward.

5 Tracking control

5.1 Preliminaries

In the following section, we apply the Lyapunov
approach derived for fractionally damped mechanical
systems on a more general tracking control problem
with fractional and nonlinear damping. The basic ideas
for the construction of Lyapunov functionals are simi-
lar to those presented so far.

5.2 Statement of the problem

5.2.1 Classical formulation of a Lur’e system

The followingparagraph summarizeswell-known results
regarding the stability of Lur’e systems, see, e.g., [17]
for amore in-depth exposition.Moreover, it is meant as
an introduction to certain controlled dynamical systems
and the notion of convergence [32], before we gener-
alize these concepts for the fractionally damped case
in subsequent sections. A Lur’e system, in the classi-
cal sense, is the connection of a linear system and an

output dependent nonlinearity of the form

ẋ = Ax + Bw + Dλ,

y = Cx,

−λ = φ(y),

(76)

where x ∈ R
n is the system state, w ∈ R the (single)

input and y ∈ R the (single) output of the system. Fur-
thermore, the system matrices A, B, C, D are consid-
ered to be constant and the pair (A, B) is controllable,
(A, C) is observable. The nonlinearity φ = φ(y) is a
continuous function of the output y withφ(0) = 0. The
uniform asymptotic stability of the origin of (76) (in the
absence of the inputw) for a certain class of nonlinear-
ities φ is called absolute stability, named after Lur’e
who originally formulated the problem [17]. A related
task is the formulation of conditions on (76) such that
for a class of inputsw(t) asymptotic stability of all solu-
tions is guaranteed [48]. This leads to the more general
notion of convergent systems as defined in [32].

Definition 13 (Convergence) A nonlinear system

ẋ = f(x, w)

is called (uniformly) convergent for a class of piece-
wise continuous and bounded inputs N , if there exists
a solution x̄w(t) that is defined and bounded for all
t ∈ R and globally (uniformly) asymptotically stable
for every input w ∈ N .

Hence, for a (uniformly) convergent system, the solu-
tion x̄w(t) is the unique steady-state solution. For a
uniformly convergent system, it is known that a con-
stant inputw(t) leads to a constant steady-state solution
and a periodic input w(t) with period time T results in
a periodic steady-sate solution with the same period T
[32]. A specific task using known results on conver-
gence is to solve the tracking problem for (76), i.e.,
to design a control law w(t) such that a desired solu-
tion xd(t) is globally asymptotically stable for a cer-
tain class of nonlinearities φ. In this paper, we consider
monotonically non-decreasing functions φ such that

(y1 − y2)(φ(y1) − φ(y2)) ≥ 0 ∀y1, y2 ∈ R. (77)

For this case, it can be shown that the tracking problem
can be solved using a combination of linear tracking
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error-feedback and feedforward control in the form

w = K(x − xd) + wff , (78)

where K ∈ R
1×n is the feedback gain matrix and wff

the feedforward control. Together with (76), we obtain
the closed-loop dynamics

ẋ = Aclx + B(wff − Kxd) + Dλ,

y = Cx,

−λ = φ(y),

(79)

where

Acl = A + BK. (80)

The feedforwardwff (t) in (78) is chosen such that xd(t)
is a solution of (79) and the control gain K is designed
such that all solutions of (79) approach xd(t), i.e., (79)
is a convergent system. To give sufficient conditions
for convergence of (79), we consider the incremental
Lyapunov function of two solutions x1 and x2 as

V7(x1, x2) = 1

2
(x1 − x2)TP(x1 − x2), (81)

whereP is symmetric and positive definite. Straightfor-
ward application of the direct method of Lyapunov [17,
Theorem 4.1] leads to the following absolute stability
result of Yakubovich [48] (see also [31] for a historic
review).

Theorem 14 Consider the system (79) with (77), (80),
where wff is chosen such that xd is a bounded con-
tinuous solution of (79). If there exists a symmetric,
positive definite matrix P and a feedback gain K such
that the relations

AT
clP + PAcl < 0, (82)

DTP = C, (83)

hold, thenall solutions of (79)asymptotically approach
xd(t).

Proof The Lyapunov function (81) is a positive defi-
nite function of the error between two solutions, and it
fulfills

V̇7 = (ẋ1 − ẋ2)TP(x1 − x2)

= (Acl (x1 − x2) + D (λ1 − λ2))
T P(x1 − x2)

= 1

2
(x1 − x2)T

(
AT
clP + PAcl

)
(x1 − x2)

+ (λ1 − λ2)DTP(x1 − x2)

= 1

2
(x1 − x2)T

(
AT
clP + PAcl

)
(x1 − x2)

− (φ(y1) − φ(y2))(y1 − y2),

(84)

where we inserted (83) in the last line. Using themono-
tonicity condition (77) and (82), we conclude that−V̇7
is positive definite, and hence, according to a classi-
cal Lyapunov theorem [17, Theorem 4.1], the tracking
error dynamics is globally asymptotically stable, and
particularly, the bounded solution xd is asymptotically
approached by all solutions of (79). �

5.2.2 Case of fractional damping

We try to generalize the above results for a class of
fractionally damped nonlinear systems of the form

ẋ = Ax + Bw + Dλ + Fν,

y = Cx,

−λ = φ(y),

−ν = c CDαg, g = E0x, ġ = E1x,

(85)

where again x ∈ R
n is the system state, w ∈ R the

(single) input, y ∈ R and g ∈ R the outputs of the
linear system and A, B, C, D, E0, E1, F are constant
matrices that fulfill

E1 = E0A, E0B = E0D = E0F = 0. (86)

Furthermore, CDαg is the fractional derivative of the
elongation g of a springpot and φ = φ(y) is a non-
linear function of the output y that fulfills (77). Again,
we consider the problem of tracking a desired solution
xd(t) of (85) using a control lawof the form (78),which
leads to the closed-loop dynamics
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ẋ = Aclx + B(wff − Kxd) + Dλ + Fν,

y = Cx,

−λ = φ(y),

−ν = c CDαg, g = E0x, ġ = E1x, (87)

withAcl as in (80). As before, the feedforwardwff(t) in
(78) is chosen such that xd(t) is a solution of (87) and
the control gain K is designed to render (87) conver-
gent. Sufficient conditions for that will be given with
the help of a Lyapunov functional inspired from (81)
and adapted to the fractional derivative terms in (87).
Hereto, we consider the infinite states

ż(η, t) = ġ(t) − ηz(η, t), η ≥ 0,

z(η, 0) =
∫ 0

−∞
eητ ġ(τ )dτ, η ≥ 0,

(88)

of a springpot as in (3), such that

CDαg(t) =
∫ ∞

0
μ1−α(ω)z(ω, t)dω (89)

and the second kind of infinite states

Ż(η, t) = z(η, t) = g(t) − ηZ(η, t), η ≥ 0,

Z(η, 0) =
∫ 0

−∞
eητ g(τ )dτ, η ≥ 0,

(90)

as in (9). This leads together with (87) to the reformu-
lated system

ẋ = Aclx + B(wff − Kxd) + Dλ

− cF
∫ ∞

0
μ1−α(ω)z(ω, ·)dω,

Ż(η, ·) = z(η, ·) = E0x − ηZ(η, ·),
ż(η, ·) = E1x − ηz(η, ·),

y = Cx,−λ = φ(y). (91)

To give sufficient conditions for convergence of (91),
we consider the incremental Lyapunov functional of
two solutions x1 and x2 as

V8(x1,t , x2,t ) = 1

2
(x1,t (0) − x2,t (0))TP(x1,t (0) − x2,t (0))

+ δ0

2

∫ ∞

0
μ1−α(ω)ω (Z1(ω, t) − Z2(ω, t))2

+ δ1

2

∫ ∞

0
μ1−α(ω)(z1(ω, t) − z2(ω, t))2, (92)

where P is symmetric, positive definite and δ0 ≥ 0,
δ1 > 0. The time derivative of V8 along solutions of
(91) results in

V̇8 = (ẋ1 − ẋ2)TP(x1 − x2)

+ δ0

∫ ∞

0
μ1−α(ω) ω (Z1(ω, ·) − Z2(ω, ·))

· (Ż1(ω, ·) − Ż2(ω, ·)) dω
+ δ1

∫ ∞

0
μ1−α(ω) (ż1(ω, ·) − ż2(ω, ·))

· (z1(ω, ·) − z2(ω, ·)) dω,

V̇8 =
(

Acl(x1 − x2) + D(λ1 − λ2)

− cF
∫ ∞

0
μ1−α(ω)(z1(ω, ·)

− z2(ω, ·))dω
)T

P(x1 − x2)

+ δ0

∫ ∞

0
μ1−α(ω)

(
E0(x1 − x2)

− (z1(ω, ·) − z2(ω, ·))) (z1(ω, ·) − z2(ω, ·)) dω
+ δ1

∫ ∞

0
μ1−α(ω)

(
E1(x1 − x2)

− ω(z1(ω, ·) − z2(ω, ·)))
· (z1(ω, ·) − z2(ω, ·)) dω

= 1

2
(x1 − x2)T(AT

clP + PAcl)(x1 − x2)

+ (λ1 − λ2)DTP(x1 − x2)

+
∫ ∞

0
μ1−α(ω)(z1(ω, ·) − z2(ω, ·)) dω

· (δ0E0 + δ1E1 − cFTP
)
(x1 − x2)

−
∫ ∞

0
μ1−α(ω)(δ0 + δ1ω)(z1(ω, ·)

− z2(ω, ·))2 dω. (93)

From the terms in (93), we can extract conditions for
convergence of (91), which are formulated in the fol-
lowing theorem.

Theorem 15 Consider the system (91) with (77), (80),
where wff(t) is chosen such that xd(t) is a bounded
continuous solution of (91). If there exists a symmetric,
positive definite matrix P, coefficients δ0 ≥ 0, δ1 > 0
and a feedback gain K such that the relations

AT
clP + PAcl ≤ 0, (94)

DTP = C, (95)
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δ0E0 + δ1E1 = cFTP, (96)

ker(E1) ∩ ker(E1Acl) ∩ ker(AT
clP + PAcl) = {0}

(97)

hold, thenall solutions of (91)asymptotically approach
xd(t).

The condition (94) is weaker than the classical Lya-
punov inequality (82) in Theorem 14. Hence, for the
theorem to hold we need the generalized invariance
principle in Theorem 5 to prove asymptotic stability.

Proof (of Theorem 15) Initially, we have to guarantee
that the right-hand side of (91) is bounded for bounded
inputs. The proof is similar as for the single degree-of-
freedom oscillator in Sect. 4. The Lyapunov functional
given in (92) is formulated in two solutions x1 and x2
of (91). Fixing one of these solutions, we can prove
asymptotic stability of the error dynamics between the
fixed and any other solution using Theorem 5. From
the definition of the Lyapunov functional V8 in (92), it
is clear that (23) is satisfied. Furthermore, using (77),
(94), (95) and (96) in (93), we obtain (24) as

V̇8 = 1

2
(x1 − x2)T(AT

clP + PAcl)(x1 − x2)

− (φ(y1) − φ(y2))(y1 − y2)

−
∫ ∞

0
μ1−α(ω)(δ0 + δ1ω)(z1(ω, ·) − z2(ω, ·))2dω

≤ 0.
(98)

Subsequently, we examine the largest invariant set in
{V̇8 = 0}. From the last term in (98), we conclude

z1(ω, ·) = z2(ω, ·) for almost all ω ≥ 0 (99)

and substitution of (99) in the z-dynamics of (91) leads
to

E1(x1 − x2) = 0. (100)

Moreover, using (100) in the x-dynamics of (91) results
in

E1(ẋ1 − ẋ2) = 0 = E1Acl(x1 − x2), (101)

where the nonlinear terms vanish as the second term in
(98) has to vanish on {V̇8 = 0}. Considering the first
term in (98) and using condition (97), we obtain that

{x1 = x2} is the largest invariant set in {V̇8 = 0}. From
Theorem 5, we conclude that all solutions of (91) con-
verge to each other. As xd is a bounded solution of (91),
all solutions asymptotically approach xd. �

5.3 Tracking control of a motor–load archetype system

We consider a typical motor–load configuration where
the nonlinear damping λ and the actuation w are non-
collocated (Fig. 4), inspired from the example in [22,
Sect. 8.4.2]. Herein, the translational motion of two
interconnected masses, representing motor and load, is
considered, being mechanically equivalent to its rota-
tional counterpart. The aim in this tracking problem is
to track the (translational resp. rotational) velocity of
the load and not its position. Following [22], we con-
sider two masses m1 and m2 with coordinates q1 and
q2 which are linked by a spring (stiffness k). The first
mass is actuated by a control forcew and on the second
mass acts a nonlinear damping force −λ = φ(q̇2) that
fulfills (77).We generalize the results in [22] by replac-
ing the dashpot between the two masses by a springpot
(coefficient c > 0, differentiation order α ∈ (0, 1)).
Using the law of linear momentum, we obtain a system
of the form (85), where

A =
⎡
⎢⎣

0 −1 1
k
m1

0 0
− k

m2
0 0

⎤
⎥⎦ , B =

⎡
⎣ 0

1
m1

0

⎤
⎦ , D =

⎡
⎣ 0

0
− 1

m2

⎤
⎦ ,

F =
⎡
⎢⎣

0
− 1

m1
1
m2

⎤
⎥⎦ , CT =

⎡
⎣ 0

0
−1

⎤
⎦ , ET

0 =
⎡
⎣10
0

⎤
⎦

(102)

and x = [
q2 − q1 q̇1 q̇2

]T
. Note that this state vector

does not contain the absolute positions q1 and q2 as we
aim at velocity tracking.

Initially, we want to track a stationary solution with
desired velocity vd (for both masses). Therefore, we

Fig. 4 Typical motor–load configuration with non-collocated
nonlinear damping and actuation
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introduce a control law (78) and reformulate our system
as in (91). Related to the desired solution of constant
velocity is an equilibrium of (87)

xd = [− 1
kφ(vd) vd vd

]T
(103)

when we use a feedforward control

wff = φ(vd). (104)

When choosing

P =
⎡
⎣ 2k −√

km1 0
−√

km1 m1 0
0 0 m2

⎤
⎦ , δ0 = c

√
k

m1
, δ1 = c

(105)

together with the feedback gain

K = [−k −2
√
km1

√
km1

]
, (106)

all conditions in Theorem 15 are fulfilled. In particular,

AT
clP + PAcl = −2

√
km1

⎡
⎣0 0 0
0 1 0
0 0 0

⎤
⎦ ≤ 0,

ker(E1) =
〈⎛
⎝10
0

⎞
⎠ ,

⎛
⎝01
1

⎞
⎠
〉

,

ker(E1Acl) =
〈⎛
⎝01
2

⎞
⎠ ,

⎛
⎝ −m2

0√
km1

⎞
⎠
〉

,

ker(AT
clP + PAcl) =

〈⎛
⎝10
0

⎞
⎠ ,

⎛
⎝00
1

⎞
⎠
〉

.

(107)

We implement the control law given above to simulate
the solutions of the closed loop system (91) with (102),
parameters

m1 = m2 = 1 kg, k = 100
N

m
, c = 1

Nsα

m
,

α = 0.5, (108)

desired velocity vd = 1 m
s and a nonlinearity

φ(y) = b tanh

(
y

vd

)
, b = 1N, (109)

that models regularized Coulomb friction for the sec-
ond mass. We use the numerical scheme proposed in
[14] and show tracking inFig. 5 for the initial conditions

x(0) = [0 5 5
]T

, Z(ω, 0) = 0, z(ω, 0) = 0

∀ω > 0. (110)

We observe that even without feedback control, track-
ing is achieved (although much slower), as the nonlin-
earity contributes to the attractivity of xd.

In a second step, we want to illustrate that the feed-
back gain (106) can be used to stabilize any bounded
time-varying desired solution xd. However, for a non-
constant desired solution the determination of the asso-
ciated feedforwardwff becomes cumbersome and gen-
erally has to be computed numerically. Here, we pro-
vide an example with solution in closed form. We con-
sider the nonlinear damping

φ(y) = dy3, d > 0 (111)

and a desired oscillating velocity of the second mass

q̇2,d(t) = A� cos(�t). (112)

Using the harmonic balance method, we obtain the

associated desired trajectory xd = [
xd,1 xd,2 xd,3

]T
with

xd,1(t) = Ps sin(�t) + Pc cos(�t)

+Rs sin(3�t) + Rc cos(3�t),

xd,2(t) = (A − Ps)� cos(�t) + Pc� sin(�t)

−3Rs� cos(3�t) + 3Rc� sin(3�t),

xd,3(t) = A� cos(�t) (113)

and the feedforward

wff(t) = (m1(Ps − A) − m2A)�2 sin(�t)

+
(
m1Pc + 3

4
d A3�

)
�2 cos(�t)

+ 9m1Rs�
2 sin(3�t)

+
(
9m1Rc + 1

4
d A3�

)
�2 cos(3�t)

(114)
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Fig. 5 Tracking of vd = 1 m
s for both masses with feedforward (left) or feedback and feedforward control (right)

Fig. 6 Tracking of q̇2,d from (112) with feedforward (left) or feedback and feedforward control (right)

with coefficients

Ps =
(
m2

(
k + c cos

(απ

2

)
�α
)

− 3

4
d A2�c sin

(απ

2

)
�α

)
A�2/L1,

Pc = −
(
3

4
d A2�

(
k + c cos

(απ

2

)
�α
)

+ m2c sin
(απ

2

)
�α

)
A�2/L1,

L1 =
(
k + c cos

(απ

2

)
�α
)2 +

(
c sin

(απ

2

)
�α
)2

,

Rs = −1

4
d A3�3c sin

(απ

2

)
(3�)α/L3,

Rc = −1

4
d A3�3

(
k + c cos

(απ

2

)
(3�)α

)
/L3,

L3 =
(
k + c cos

(απ

2

)
(3�)α

)2 +
(
c sin

(απ

2

)
(3�)α

)2
.

(115)

Using parameters as in (108) together with

d = 0.2
Ns3

m3 , A = 1m, � = 1
1

s
(116)

and initial conditions (110), we obtain tracking (with
and without feedback) as shown in Fig. 6. The addition
of feedback greatly ameliorates the tracking speed.

6 Conclusion

This article provides an introduction to the direct
method of Lyapunov for nonlinear dynamical systems
with fractional damping and, at the same time, extends
the existing results. The ingredients for the novel out-
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come are the Lyapunov theory of functional differential
equations and a class of (energy-like) Lyapunov func-
tionals formulated with the help of the infinite state
representation of fractional derivatives. The method
is applied on the fundamental mechanical problem
of a harmonic oscillator and generalized for a finite-
dimensional linear mechanical and a nonlinear con-
trolled dynamical system.

A particular application of the theory and original
result of this paper is the solution of a tracking control
problem for an archetype fractionally dampedmechan-
ical system with regularized Coulomb friction using
feedforward and feedback control. Thereby, the design
of the feedback gain can be deduced directly from the
chosen Lyapunov functional of the stability proof. The
determination of the feedforward can be a challeng-
ing task though, depending on the desired trajectory.
A possible generalization could be the introduction of
maximal monotone set-valued Coulomb friction laws
as in [22]. Therefore, a generalizedLyapunov theory for
FDE control systemswith set-valued inputs is required,
which seems to be an ambitious project itself.

Another interesting question is, whether the method
is still applicable for certain non-monotone friction
laws with partly negative slope (Stribeck effect) in the
general finite-dimensional case. An indication that this
may be possible is given at the end of [15].
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