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a b s t r a c t

The non-autonomous bouncing ball system consists of a pointmass in a constant gravitational field,which
bounces inelastically on a flat vibrating table. A sufficient condition for the global uniform attractive
stability of the equilibrium of the non-autonomous bouncing ball system is proved in this paper by
using a Lyapunov-like method which can be regarded as an extension of Lyapunov’s direct method to
Lyapunov functionswhichmay also temporarily increase along solution curves. The presented Lyapunov-
likemethod is set up for non-autonomousmeasure differential inclusions and constructs a decreasing step
function above the oscillating Lyapunov function. Furthermore, it is proved that the attractivity of the
equilibrium of the bouncing ball system is symptotic, i.e. there exists a finite time for which the solution
has converged exactly to the equilibrium. For this attraction time, an upper-bound is given in this paper.

© 2011 Elsevier B.V. All rights reserved.

1. Introduction

In this paper, the stability properties of the bouncing ball system
on a vibrating table are studied in detail using and extending
Lyapunov techniques for non-smooth systems. The main result of
the paper is a novel Lyapunov-likemethod for the stability analysis
of a class of non-autonomous measure differential inclusions. The
proposed Lyapunov technique for non-smooth dynamical systems,
which we present in the form of a theorem, can be regarded as
an extension of Lyapunov’s direct method to Lyapunov functions
which may also temporarily increase along solution curves. The
merit of the proposed Lyapunov-like method is that it allows to
choose more natural Lyapunov candidate functions, e.g. energy-
like functions or other functions with a clear physical meaning.

The stability of non-smooth dynamical systems is a novel re-
search field which is receiving much attention in the mathemat-
ical as well as engineering community. Mechanical systems with
impact phenomena and unilateral constraints form an important
class of non-smooth systems as they arise inmany engineering ap-
plications [1].

Non-smooth dynamical systems, with or without impulsive dy-
namics, are studied by various scientific communities using differ-
ent mathematical frameworks [2] such as singular perturbations,
switched or hybrid systems, complementarity systems, and (mea-
sure) differential inclusions.
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The singular perturbation approach replaces the non-smooth
system by a singularly perturbed smooth system. The resulting
ordinary differential equation is extremely stiff and hardly suited
for numerical integration as the artificial compliances induce
spurious oscillations in the system. The singular perturbation
technique for representing non-smooth dynamics can be useful
for analytical studies, e.g. the limiting case where the ‘stiffness’
of the constraint becomes infinitely large [3]. However, possible
stationary states, which exist in the non-smooth dynamical
system, may be lost due to smoothening. For instance, the sta-
tionary state of a block on a rough slope cannot be described by
a smoothed friction model for which the friction force vanishes at
zero relative velocity (as the blockwill always slide). Therefore, this
framework can generally not be used to study stability properties
of non-smooth systems.

In the field of systems and control theory, the term hybrid
system is frequently used for systems composed of continuous
differential equations and discrete event parts [4–8]. The switched
or hybrid system concept switches between differential equations
with possible state re-initializations at the switching time-
instants [8–11]. Of special interest are accumulation points which
are called Zeno points in the hybrid systems literature, i.e. infinitely
many switching events which occur in a finite time such as a
bouncing ball coming to rest on a table. The hybrid systems
approach deals with accumulation points by letting the solution
before the accumulation point fulfil the differential equation and
resetmap, and extending the solution after the accumulation point
with an additional part (e.g. for the classical bouncing ball system
this is the zero solution). A problem with the hybrid systems
concept is that the state of persistent contact, i.e. the ball being
at rest on the table, is not described by the differential equation
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(see for instance the hybrid system description of the bouncing
ball in [5]). For this reason, the total solution is pieced together
by the hybrid systems concept, where the post-Zeno part does
not fulfil the differential equation. From this perspective, the
hybrid systems concept does not describe the complete solution
through an integration process on a differential equation (or a
generalization of that). Moreover, a numerical technique based on
the hybrid systems concept can only consider a finite number of
switching points and will therefore not be able to proceed over the
accumulation point.

Systems described by differential equations with a discontin-
uous right-hand side, but with a time-continuous state, can be
extended to differential inclusions with a set-valued right-hand
side [12]. The differential inclusion concept gives a simultaneous
description of the dynamics in terms of a single inclusion, which
avoids the need to switch between different differential equations.
Moreover, this framework is able to describe accumulation points
of switching events through an integration process. Systemswhich
expose discontinuities in the state and/or vector field can be de-
scribed by measure differential inclusions [4,13–15]. The differen-
tialmeasure of the state vector does not only consist of a partwith a
density with respect to the Lebesguemeasure (i.e. the time deriva-
tive of the state vector), but is also allowed to contain an atomic
part. The dynamics of the system is described by an inclusion of the
differential measure of the state to a state-dependent set (similar
to the concept of differential inclusions). Consequently, the mea-
sure differential inclusion concept describes the continuous dy-
namics as well as the impulsive dynamics with a single statement
in terms of an inclusion and is able to describe accumulation phe-
nomena with impact through an integration process. Moreover,
the framework of measure differential inclusions leads directly to
a numerical discretization, called the time-stepping method [14],
which is a robust algorithm to simulate the dynamics of non-
smooth systems. The framework ofmeasure differential inclusions
allows us to describe systems with state discontinuities and this
framework is therefore more general than differential inclusions.
However, the great advantage of this framework over other frame-
works is, that physical interaction laws, such as friction and impact
in mechanics or diode characteristics in electronics, can be formu-
lated as set-valued force laws and be seamlessly incorporated in
the formulation [1,16].

Stability properties of non-smooth systems are essential both in
bifurcation analysis and the control of such systems. The analysis
of bifurcation phenomena in non-smooth systems has received
much attention lately in literature and conferences (see [2,17,18,
11] and references therein). Many novel bifurcation phenomena
have been revealed, but the progress of the analysis of bifurcations
is hampered by a lack of tools to prove the presence and loss of
stability in non-smooth systems. Currently, many research efforts
are employed to develop stabilizing controllers for non-smooth
systems, aiming at the stabilization of equilibria (i.e. solving the
stabilization problem), see e.g. [19–25] and many others. In this
context, previous work of the authors [26–30,15] focused on the
stability properties of equilibrium sets for non-smooth dynamical
systems. Moreover, in [19] stability properties of an equilibrium
of measure differential inclusions of Lur’e-type are studied.
The Lagrange–Dirichlet stability theorem is extended in [19] to
measure differential inclusions describing mechanical systems
with frictionless impact. However, many control problems, such as
tracking control, output regulation, synchronization and observer
design require the stability analysis of time-varying solutions, or,
equivalently, of stationary solutions of time-varying systems. The
research on the stability properties of time-varying non-smooth
(mechanical) systems is still in its infancy and the current paper
should be placed in this context.

In order to study Lyapunov stability criteria of equilibria in
non-smooth non-autonomous (i.e. explicitly time-dependent)me-
chanical systems with unilateral constraints, we investigate the
stability of the equilibrium of an apparently simple mechanical
system meeting the requirements of non-smoothness and explicit
time dependence. A standard problem of chaotic dynamics, which
has been extensively studied in the literature, is a ball in a constant
gravitational field bouncing inelastically on a flat vibrating table.
The governing equations of motion are highly nonlinear due to the
unilateral contact and generally do not allow for any closed form
solution. The vast amount of papers on the bouncing ball system
rather deals with the approximate description of chaos, periodic
attractors or control of the bouncing ball system, e.g. to fix a pe-
riodic orbit at a defined height [31–36]. Up to now, very little at-
tention has been paid to the stability properties of the equilibrium,
i.e. the stationary motion of the ball for which it is at rest on the
vibrating table.

In a brief communication of the authors [37], a sufficient
condition for global symptotic (i.e. finite time) attractive stability
of the equilibrium of the bouncing ball systemwith a harmonically
vibrating table is proved by using a Lyapunov-like method with a
simple energy-like Lyapunov function. The Lyapunov function is
not always decreasing but a decreasing step function above the
oscillating Lyapunov function is found. The equilibrium is proved
to be globally symptotically attractively stable if it holds that

AΩ2

g
<

1 − ε2

1 + ε2
, (1)

where A and Ω are the amplitude and frequency of the harmon-
ically vibrating table and ε is the restitution coefficient. Further-
more, an upper-bound for the attraction time is given in [37].

In a recent paper of Or and Teel [38] the bouncing ball system
with an arbitrary motion of the table and constant restitution
coefficient is studied. A very sophisticated Lyapunov function is
presented in [38] with which a condition for the global uniform
symptotic attractive stability of the equilibrium is derived by using
Lyapunov’s direct method. The condition can be put in the form

ε2 g + amax

g + amin
< 1, (2)

where amax and amin are the maximal and minimal acceleration of
the table, respectively.1 For a harmonically vibrating table, with
amax = −amin = AΩ2, one can easily show the equivalence of (1)
and (2). Themerit of thework of [38] is that it provides awonderful
Lyapunov function for the stability analysis of the bouncing ball
system using a standard Lyapunov argument (a strictly decreasing
Lyapunov function). However, the sophistication of the Lyapunov
function makes it also very specific which limits the use if the
system is slightly altered and a (totally) new Lyapunov function
has to be found. For instance, if the restitution coefficient is made
time-dependent with a known upper-bound, then the Lyapunov
(candidate) function of [38] is no longer decreasing and the
adaptation of the Lyapunov function is far from evident. The
specific use of Lyapunov functions and their lack of physical
meaning is of course a general problem with the direct method of
Lyapunov.

In this paper, the Lyapunov-like method, which has been used
by the authors in [37] to study the bouncing ball system with
harmonic excitation, is generalized to the stability analysis of a
class of measure differential inclusions. A Lyapunov technique to
prove the conditional global uniform attractive stability of the
equilibrium is presented in this paper. The Lyapunov technique

1 The quantities amax and amin have a slightly different meaning in [38].
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can be regarded as an extension of Lyapunov’s direct method to
Lyapunov functions which may also temporarily increase along
solution curves. The presented Lyapunov-like method is set up for
non-autonomous measure differential inclusions and constructs a
decreasing step function above the oscillating Lyapunov function.

A sufficient condition for the global uniform symptotic attrac-
tive stability of the equilibriumof the bouncing ball systemwith an
arbitrary motion of the table and a time-varying restitution coeffi-
cient is proved by using the presented Lyapunov-like method. The
results of [37] are therefore proved in a much more rigorous way.
Furthermore, it is proved that the attractivity of the equilibrium of
the bouncing ball system is symptotic, i.e. there exists a finite time
for which the solution has converged exactly to the equilibrium.
For this attraction time, an upper-bound is given in this paper.

The paper is organized as follows. The equations of motion,
the impact equation and the contact laws of the bouncing ball
system are presented in Section 2. Section 3 makes the reader
familiar with measure differential inclusions (MDIs) and puts the
bouncing ball system in this framework. Stability properties of
MDIs are defined in Section 4 and a theorem for the global uniform
attractive stability is presented. Subsequently, this theorem is used
in Section 5 to prove a sufficient condition for global uniform
attractive stability of the bouncing ball system and an upper-
bound for the attraction time is derived. Periodic motion is briefly
considered in Section 6 showing the conservativeness of the
stability results. Finally, conclusions are given in Section 7.

2. The bouncing ball system

The bouncing ball system consists of a rigid ball with mass m
bouncing in a constant gravitational field g on a flat table which
is moving vertically (see Fig. 1(a)). The bouncing ball system is
equivalent to the forced system depicted in Fig. 1(b): a ball with
a forcing më(t) bouncing on a fixed table. In the following, we
will concentrate on the bouncing ball system, but it is sometimes
important to realize the equivalence with the forced system. We
will consider the movement e(t) ∈ C∞ of the table to be a
kinematic excitation, i.e. the mass of the table is considered to be
much larger than the mass of the ball such that the movement e(t)
is not influenced by the motion of the ball. To keep the system
as simple as possible only vertical motion is considered, leading
to a system with one degree of freedom. The vertical position of
the ball is addressed by the absolute coordinate q(t). The velocity
u(t) of the ball agrees for almost all time-instants with q̇(t), except
for time-instants tn for which an impact between the ball and the
table occurs. The velocity jumps instantaneously at collision time-
instants tn from the pre-impact velocity u−(tn) to the post-impact
velocity u+(tn). The contact distance gN between the ball and table,
given by

gN(t) = q(t) − e(t) ≥ 0, (3)

is non-negative because of impenetrability of the rigid ball and the
table. The relative contact velocity

γN(t) = u(t) − ė(t) (4)

agrees with ġN(t) whenever the velocity u(t) exists. Similarly, we
speak of the relative pre- and post-impact velocity

γ ±

N (t) = u±(t) − ė(t) (5)

at collision time-instants t = tn.
The non-impulsive dynamics of the ball is described by the

equation of motion

mu̇(t) = −mg + λN(t), (6)

where λN(t) is the contact force between the ball and the table and
mg is the weight of the ball. The contact force can be positive when

Fig. 1. The bouncing ball system (a) and the equivalent forced system (b).

contact is present (gN = 0), but must vanish when the contact
is open (gN > 0). The contact force λN is non-negative because
the ball and table can only push on each other in the absence of
adhesion. The constitutive behaviour of the unilateral contact force
λN is therefore described by Signorini’s law

gN(t) ≥ 0, λN(t) ≥ 0, gN(t)λN(t) = 0, (7)

which is an inequality complementarity condition between the
dual variables gN and λN .

The impulsive dynamics is described by the impact equation

m

u+(t) − u−(t)


= ΛN(t), (8)

whereΛN(t) is the contact impulsewhich causes an instantaneous
velocity jump. Naturally, the contact impulse vanishes if the con-
tact is open:

gN(t) > 0 : ΛN(t) = 0. (9)

For time-instants for which the contact is closed (gN(t) = 0) we
will consider a Newton-type of restitution law expressed by the
inequality complementarity condition

gN(t) = 0 : ξN(t) ≥ 0, ΛN(t) ≥ 0, ξN(t)ΛN(t) = 0, (10)

where ξN(t) = γ +

N (t)+ ε(t)γ −

N (t) and ε(t) is Newton’s coefficient
of restitution. We consider the restitution coefficient ε(t) ∈ C0 to
be time-dependent with the restriction

0 ≤ ε(t) ≤ ε̄ < 1 ∀t. (11)

The inequality complementarity condition (10) implies that a pos-
itive contact impulse ΛN(t) > 0 can only be transmitted by the
contact if ξN(t) = 0, i.e. if Newton’s restitution law

γ +

N (t) = −ε(t)γ −

N (t) (12)

holds. Similarly, if ξN(t) > 0, then the contact impulseΛN(t)must
vanish. Using the impact Eq. (8) together with ΛN(t) = 0, we infer
that there is no velocity jump (u+(t) = u−(t)). The relative velocity
γN(t) therefore also remains continuous and ξN(t) > 0 therefore
implies that themomentarily closed contact will open (γN(t) > 0).

In the following, the kinematic excitation e(t) of the table will
be assumed to be analytic and to satisfy the bounds

amin ≤ ë(t) ≤ amax ∀t. (13)

The velocity and the acceleration of the table are given by the
continuous functions ė(t) and ë(t), respectively.

We say that the ball is in persistent contact with the table at
time t0 if gN(t) = 0 on some time interval [t0, t∗]. While being in
persistent contact, it therefore holds that γN(t) = γ̇N(t) = 0 for
t ∈ (t0, t∗) from which we retrieve the contact force λN(t) during
persistent contact:

λN(t) = më(t) + mg. (14)
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(a) κ = 0.5 < κ . (b) κ = 1.5 > κ .

Fig. 2. Trajectories of the bouncing ball system for ε = 0.4 with the same initial condition (gN (0) = 1, γN (0) = 0) and different relative acceleration κ .

Detachment occurs at t = t∗ if the condition γ̇N(t) = 0 can no
longer be fulfilled, that is if më(t) + mg < 0. We conclude that if
the condition

equilibrium condition: amin + g ≥ 0 (15)

holds, then a ball which is initially on the table will remain on
the table for all future times. We will refer to this steady state
behaviour as the equilibrium position of the ball.

Throughout the paper, illustrations are given based on the
assumption that the kinematic excitation e(t) = −A sin (Ωt) is
harmonic with the amplitude A and the angular frequency Ω , and
wewill use the ratio of themaximum acceleration AΩ2 of the table
and the gravitational acceleration g

κ :=
AΩ2

g
, (16)

which we call the relative acceleration of the table. For harmonic
excitation it holds that

amin = −AΩ2, amax = AΩ2. (17)

Furthermore, the equilibrium condition (15) in the case of har-
monic excitation reads as g−AΩ2

≥ 0 and can be expressed using
the relative acceleration (16) as

equilibrium condition: κ ≤ 1 =: κ. (18)

Fig. 2(a) and (b) show trajectories of the bouncing ball system for
harmonic excitation and clearly illustrate the significance of the
equilibrium condition κ ≤ 1. The position q(t) of the ball quickly
converges to the position e(t) of the table in Fig. 2(a), i.e. the solu-
tion is attracted to the equilibrium. The trajectory q(t) in Fig. 2(b)
also converges to e(t), but the contact is eventually lost because
κ > 1, and the motion becomes periodic with intermittent phases
of contact.

3. Measure differential inclusions

In this sectionweexpress the dynamics of the bouncing ball sys-
tem in the form of ameasure differential inclusionwhich allows us
to describe the impulsive and non-impulsive dynamics in a unified
way. The framework of measure differential inclusions originates
in the work of Moreau [14,39,13] and forms together with the con-
cept of set-valued force laws (see [1]) themathematical foundation
ofmodern non-smoothmechanics. For a detailed description of the
measure differential inclusion framework for mechanical systems,
the reader is referred to [40,4,15].

Let x(t) be the state of the dynamical system, being a function
of locally bounded variation in time, of which the evolution is
described by the measure differential inclusion

dx(t) ∈ d0 (t, x(t)) . (19)

The state x(t) has to be interpreted as the result of an integration
process over the differential measure dx,

x+(t) = x−(t0) +


[t0,t]

dx, t ≥ t0, (20)

where the integration process takes the left limit x−(t0) of the
initial value to the right limit x+(t) of the final value over
the compact time interval [t0, t]. A function of locally bounded
variation can be decomposed in an absolutely continuous function
xabs(t), a step function xs(t) and a singular (Cantor-like) function.
In mechanics there is no need to consider the singular part and
we will tacitly assume that the state x(t) is a function of ‘special’
bounded variation, i.e. the singular part is assumed to vanish.
The differential measure dx therefore contains a density ẋ(t) with
respect to the differential Lebesgue measure dt and contains a
density x+

− x− with respect to the differential atomic measure
dη,

dx = ẋ dt + (x+
− x−)dη. (21)

The Lebesgue part ẋ dt in Eq. (21) is the differential measure
of the absolutely continuous function xabs(t) and describes the
continuous variation of x(t). The atomic part (x+

− x−)dη is
the differential measure of the step function xs(t) and is used to
describe discontinuities in x(t). The upper and lower limits of x(t)
at impulsive time-instants tn are denoted by x+(tn) := limt↓tn x(t)
and x−(tn) := limt↑tn x(t), respectively. Note that


I(·)dη = 0 if the

function x(t) is absolutely continuous on I . If dx is integrated over
a singleton {tn}, then


{tn}

(·)dt = 0 and

{tn}

dx = x+(tn) − x−(tn),
where the latter reduces to zero if the function x is continuous at tn.
In the following, we will use the notation ϕ(t, t0, x0) for a solution
curve x(t) with the initial condition x−(t0) = x0. The solution
starting from a specific initial condition (t0, x0) is generally not
unique in forward time.

We describe the motion of the bouncing ball system with the
state vector x(t) chosen as

x(t) :=


x1(t)
x2(t)


=


gN(t)
γN(t)


, (22)

such that the equilibrium position is located at the origin x∗
=

0. The gap function x1(t) = gN(t) is an absolutely continuous
function in time and its differential measure only consists of a
Lebesgue part:

dx1(t) = x2(t)dt. (23)

The relative velocity x2(t) = γN(t) is considered to be a function
of special locally bounded variation which is discontinuous at
collision time-instants tn. The non-impulsive dynamics of the ball
is described by the equation of motion (6), nowwritten in terms of
x2(t) = γN(t) as

γ̇N(t) = − (g + ë(t)) +
1
m

λN(t), (24)
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and the impulsive dynamics is governed by the impact equation (8)

γ +

N (t) − γ −

N (t) =
1
m

ΛN(t). (25)

The equation of motion (24) and the impact equation (25) can be
combined in a single equality of measures

dγN(t) = − (g + ë(t)) +
1
m

dPN(t), (26)

where the differential measure

dPN(t) = λN(t)dt + ΛN(t)dη (27)

contains the total contact percussion of the forces/impulses that
act on the ball. The constitutive behaviour of the contact force
λN is described by Signorini’s law (7), which is a set-valued force
law on position level, whereas the constitutive behaviour of the
contact impulse ΛN is described by the impact law (10), being
a set-valued force law on velocity level. We now gather these
constitutive descriptions into one set-valued force law for dPN on
velocity level. If we impose Signorini’s law (7) at all time-instants
and consider a time-instant t for which the ball is in persistent
contact (gN(t) = 0), then it follows that

γN(t) ≥ 0, λN(t) ≥ 0, γN(t)λN(t) = 0, (28)

which is an inequality complementary condition on velocity level.
For a non-impulsive time-instant it holds that ξN(t) = γ +

N (t) +

ε(t)γ −

N (t) = (1 + ε(t)) γN(t) and (28) is equivalent to

ξN(t) ≥ 0, λN(t) ≥ 0, ξN(t)λN(t) = 0, (29)

which is of the same form as the impact law (10). The constitutive
behaviour of the total contact percussion for a closed contact
(gN(t) = 0) can therefore be expressed as

ξN(t) ≥ 0, dPN(t) ≥ 0, ξN(t)dPN(t) = 0, (30)

noting that dt and dη are non-negative measures. More conve-
niently, the inequality complementarity (30) can be cast in a nor-
mal cone inclusion (see [15])

−dPN ∈ NTK (gN )(ξN) =


R−

0 gN = ξN = 0,
0 else, (31)

where TK(gN) is the tangent cone on the set K = {gN ∈ R | gN ≥

0} of admissible positions.
The dynamics of the bouncing ball system can therefore be

given in terms of a non-autonomousmeasure differential inclusion

dx ∈


x2dt

− (g + ë(t)) dt +
1
m

NTK (gN )(ξN)


=: d0(t, x), (32)

where ξN(t) = x+

2 (t) + ε(t)x−

2 (t). The system (32) has the
admissible set

A = {x ∈ R2
| x1 ∈ K} = {x ∈ R2

| x1 ≥ 0}. (33)

Due to the choice of the state x(t) in (22), both the sets A and K
are time independent. The non-autonomicity of the system (32) is
caused by explicit time dependence of the table acceleration ë(t).
In this respect, also note the equivalence with the forced system
depicted in Fig. 1(b).

In [41] it has been proved that the solution of the bouncing
ball system is unique in forward time if the external excitation
e(t) of the table is an analytic function. For this reason we assume
that e(t) is analytic. Note that the solutions of the bouncing ball
system are generally not unique in backward time. The bouncing
ball system (32) is consistent in the sense that an admissible
initial condition x0 ∈ A leads to an admissible solution curve
ϕ(t, t0, x0) ∈ A for all t ≥ t0. We therefore have existence and
uniqueness of solutions in forward time.

4. Lyapunov stability properties of MDI’s

In this section, we define stability properties of measure
differential inclusions of the form (19). Subsequently, we present
a Lyapunov-like technique to prove the global uniform attractive
stability of an equilibrium, being the key result of the paper.

Let us first precisely define an equilibrium point.

Definition 1 (Equilibrium Point).Apoint x∗ is called an equilibrium
point of (19) if there exists a solution curve ϕ(t, t0, x∗) such that

ϕ(t, t0, x∗) = x∗, ∀ t ≥ t0.

Clearly, it must holds that 0 ∈ d0(t, x∗) ∀ t ≥ t0 if x∗ is an
equilibrium point of (19).

An equilibrium point of a dynamical system which is both sta-
ble and locally/globally attractive is called in the literature lo-
cally/globally ‘asymptotically stable’. Solution curves of a ‘smooth’
dynamical system (i.e. ODE’s with a Lipschitz constant) can never
meet each other because of the uniqueness of solutions in forward
and backward time. The attractivity in smooth systems is therefore
always asymptotic in the sense that neighbouring solution curves
approach but never reach the equilibrium point when t → ∞.
The attractivity of an equilibrium point of a non-smooth system is
not necessarily asymptotic as it might be reached in a finite time.
We therefore refrain from the terminology ‘asymptotic stability’
to denote an equilibrium point which is both attractive and stable.
Instead, we will use the terminology attractive stability [15]. If the
solution curves converge asymptotically to the equilibrium point,
then we speak of asymptotic attractivity. If the solution curves con-
verge to the equilibrium point in finite time, then we speak of
symptotic attractivity.

Definition 2 (Symptotic Attractivity). An equilibrium point x∗

of (19) is called symptotically attractive if there exists a δ > 0 such
that for any bounded x0 ∈ A and t0 with

∥x0 − x∗
∥ < δ

each solution curve ϕ(·, t0, x0) reaches x∗ in a finite time, i.e.

ϕ(T + t0, t0, x0) = x∗,

with T = T (x0) < ∞ for bounded x0 ∈ A.

Remark. In the hybrid systems literature, the terminology ‘Zeno’
point is often used to denote points in the state space which are
reached in finite time after infinitely many discrete events. In non-
smooth mechanics such a point is denoted as (right) accumulation
point. We emphasize that accumulation points/‘Zeno’ points are
not necessarily equilibria. An example of a non-equilibrium
accumulation point/‘Zeno’ point, being part of a periodic solution,
is given in Section 6, see Fig. 6(f).

We will define global uniform attractive stability by making
use of comparison functions. We briefly recall the definitions of
comparison functions as given in [42]. A continuous function α :

[0, a) → [0, ∞) is said to belong to class K if it is strictly
increasing and α(0) = 0. It is said to belong to class K∞ if
a = ∞ and α(r) → ∞ as r → ∞. A continuous function
β : [0, a) × [0, ∞) → [0, ∞) is said to belong to class KL if, for
each fixed s, the mapping β(r, s) belongs to class K with respect
to r and, for each fixed r , the mapping β(r, s) is decreasing with
respect to s and β(r, s) → 0 as s → ∞.

Definition 3 (Global Uniform Attractive Stability). An equilibrium
point x∗ of (19) is called globally uniformly attractively stable if
there exists a class KL function β such that each solution curve
ϕ(·, t0, x0) for x0 ∈ A satisfies

∥ϕ(t, t0, x0) − x∗
∥ ≤ β(∥x0 − x∗

∥, t − t0),

for almost all t ≥ t0.



Author's personal copy

2034 R.I. Leine, T.F. Heimsch / Physica D 241 (2012) 2029–2041

Remark. Stability properties are usually defined in terms of a Lya-
punov ε–δ argument. Equivalently, one can characterize these sta-
bility properties by using comparison functions, see Appendix C.6
in [42]. The proof in [42], that the characterization with compari-
son functions implies the definition, is given for ordinary differen-
tial equations, but the proof does not use a solution concept and
is therefore immediately valid for measure differential inclusions.
The proof that the definition also implies the characterization is
muchmore technical. Instead, we allow ourselves to take the char-
acterization with comparison functions as definition. This line of
reasoning is also taken in [43].

Remark. Definition 3 is a stability property of an equilibrium
point. In [44,45] stability properties are presented for ‘Zeno’ points
(i.e. accumulation points) within the solution concept of hybrid
systems. The ‘Zeno’ points in [44,45] are not necessarily equilibria.

We now present a Lyapunov-like technique to prove global
uniform attractive stability in the sense of Definition 3. Let t0
denote the initial time-instant and x−(t0) = x0 the initial
condition. Doing so, we allow for a possible impulsive event at the
initial time-instant t = t0. Let {tn} denote the sequence of time-
instants {t1, t2, t3, . . . , t∞} for which the solution curve x(t) :=

ϕ(t, t0, x0) is discontinuous for t > t0. The solution x(t) has an
accumulation point if t∞ is finite.

Theorem 1. Let x∗
= 0 be an equilibrium point of (19). If there exists

a positive definite function V : Rn
→ R+

0 ∪{+∞}, being bounded on
the admissible set A of (19), such that the step function W (t) along
solution curves of the system, defined by

W (t) =


sup

t∈[t0,t1]
V (x−(t)) t ∈ [t0, t1]

V

x−(tn−1)


t ∈ (tn−1, tn], n > 1

0 t > t∞,

(34)

has the following properties

• W (t1) ≤ σ(V (x0)) for some class K function σ ,
• W (t) is decreasing in time,
• W (t) satisfies V (x(t)) ≤ W (t) on each interval t ∈ (tn−1, tn),

n > 1,
• W (t) converges to zero for t → t∞, i.e. limt→t∞ W (t) = 0,

then the equilibrium x∗ is globally uniformly attractively stable.

Proof. If V is a positive definite function which is bounded on A,
then there exist functions α1 and α2 of class K∞ such that

α1(∥x∥) ≤ V (x) ≤ α2(∥x∥) ∀x ∈ A. (35)

The functionW (t) therefore satisfies the inequality

W (t0) = W (t1) ≤ σ(V (x0)) ≤ σ(α2(∥x0∥)). (36)

Define the comparison function

βW (W (t1), t − t0)

=


W (t1) t0 ≤ t ≤ t1,
W (tn) − W (tn−1)

tn − tn−1
(t − tn−1) + W (tn−1) tn−1 ≤ t ≤ tn,

0 t ≥ t∞,

(37)

where the second case holds for all n > 1. Clearly, βW is a
continuous function in both arguments. For fixed t − t0, the
mapping βW (W (t1), t − t0) is upper-bounded by βW (W (t1), t −

t0) ≤ W (t1), i.e. a class K function with respect to W (t1). For
fixedW (t1), themapping βW (W (t1), t− t0) is non-increasingwith
respect to t − t0 and βW (W (t1), t − t0) → 0 as t → t∞. Hence,

βW is upper-bounded by a classKL function βW (W (t1), t − t0) =

βW (W (t1), t − t0) + W (t1)et0−t . It therefore holds that

∥x(t)∥ ≤ α−1
1


βW (σ (α2(∥x0∥)), t − t0)


= β(∥x0∥, t − t0), (38)

for almost all t ≥ t0, where

β(x, t) = α−1
1


βW (σ (α2(x))) , t


is a class KL function, which concludes the proof. �

5. The equilibrium of the bouncing ball system

In this section, we will use Theorem 1 to prove a sufficient con-
dition for the global uniform attractive stability of the equilibrium
of the bouncing ball system, see Proposition 1. Subsequently, we
will prove that the attractivity is symptotic in Proposition 2.

Proposition 1 (Global UniformAttractive Stability). Let the bouncing
ball system (32) satisfy the bounds (13) on e(t) and (11) on ε(t) with
g + amin > 0. If it holds that

g + amax

g + amin
ε̄2 < 1, (39)

then the equilibrium x∗
= 0 of the bouncing ball system is globally

uniformly attractively stable.

Proof. Consider the Lyapunov candidate function

V (x) =
1
2
x22 + g̃x1 + ΨK(x1) =

1
2
γ 2
N + g̃gN + ΨK(gN), (40)

where ΨK(gN) is the indicator function on the admissible set K =

R+

0 defined by

ΨK(gN) =


0 gN ∈ K,
∞ else, (41)

and g̃ > 0 is (for the moment) an arbitrary positive number. The
function V is an energy-like Lyapunov function in terms of the
relative coordinates gN and γN . More specifically, if we take g̃ = g,
it is the total mechanical energy per unit mass of the equivalent
forced system depicted in Fig. 1(b). The indicator function ΨK(gN)
plays the role of a potential for the contact force and is necessary
to make V a positive definite function. The bouncing ball system
is consistent in the sense that solutions remain in the admissible
set A for admissible initial conditions. It therefore holds that
ΨK(x1(t)) = 0 for all t ≥ t0 along solution curves of the system.
With some abuse of notation we define V (t) = V (x(t)) to be the
Lyapunov candidate function evaluated along a solution curve x(t).
Clearly, the function V (t) is a function of special locally bounded
variation because of its dependence on x2(t). The differential
measure of V (t) can therefore be decomposed into

dV = V̇dt +

V+

− V−

dη. (42)

The function V (t) is discontinuous at collision times tn when the
gap function gN(tn) vanishes with γ −

N (tn) < 0. The jump height
follows from the impact law (10)

V+(tn) − V−(tn) =
1
2
γ +

N (tn)2 −
1
2
γ −

N (tn)2

= −
1
2


1 − ε(tn)2


γ −

N (tn)2 (43)

and, together with the bound (11), we obtain

V+(tn) − V−(tn) ≤ −
1
2


1 − ε̄2 γ −

N (tn)2 < 0, (44)
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from which we conclude that the Lyapunov candidate function V
decreases over impacts. The time derivative of V (t),

V̇ = γN γ̇N + g̃γN = −γN ë(t) + γN (g̃ − g) , (45)

depends explicitly on time and can be negative or positive such
that the Lyapunov function may decrease or increase in between
collisions. The acceleration ë(t) of the table satisfies the bounds
amin ≤ ë(t) ≤ amax, see (13). The maximal time derivative V̇ is
obtained if ë(t) = amin when γN > 0 and ë(t) = amax when
γN < 0, which yields the conservative estimate

V̇ ≤


(−amin + g̃ − g) γN γN ≥ 0,
(−amax + g̃ − g) γN γN < 0, (46)

and which we can write as

V̇ ≤
amax − amin

2
|γN | +


−

amax + amin

2
+ g̃ − g


γN . (47)

We now choose g̃ such that the last term in (47) vanishes, i.e.

g̃ = g +
amax + amin

2
, (48)

and we easily verify that this choice satisfies g̃ > 0.
Define the step function W (t) along solution curves x(t) =

ϕ(t, t0, x0) of the system as in (34). The value of W (t1) =

supt∈[t0,t1] V (x−(t)) is the maximum of V (x0) and supt∈(t0,t1) V (t),
where

V (t) = V+(t0) +

 t

t0
V̇ (t) dt ≤ V+(t0) +

 t1

t0
|V̇ (t)| dt (49)

on the open time interval (t0, t1). Using V+(t0) ≤ V−(t0) = V (x0),
together with (47)–(49), we can give an upper-bound forW (t1):

W (t1) ≤ V (x0) +
amax − amin

2

 t1

t0
|γN(t)| dt. (50)

The integral
 t1
t0

|γN(t)|dt is the total variation of the absolutely
continuous function gN(t) on the time interval [t0, t1]. The gap
function gN(t) is a concave function on each non-impulsive
interval, because it holds that g̈N(t) = γ̇N(t) = −g − ë(t) < 0
due to the inequality

−g − amax ≤ γ̇N(t) ≤ −g − amin < 0. (51)

The total variation of gN(t) on [t0, t1] has therefore the upper-
bound t1

t0
|γN(t)|dt ≤ 2 max

[t0,t1]
gN(t). (52)

The gap function gN(t) is smooth on (t0, t1) and can be written
as a Taylor series at t0 with Lagrange form of the remainder term
(Taylor’s theorem as generalization of the mean value theorem):

gN(t) = gN(t0) + γ +

N (t0) (t − t0) +
1
2
γ̇N(t̃) (t − t0)2 (53)

for some t̃ ∈ (t0, t). Using (51) we obtain the upper-bound

gN(t) ≤ gN(t0) + γ +

N (t0) (t − t0) −
1
2

(g + amin) (t − t0)2 . (54)

The function gN(t) on [t0, t1] is therefore bounded from above by

max
[t0,t1]

gN(t) ≤ gN(t0) +
1
2

γ +

N (t0)2

g + amin

≤
1
g̃
V (x0) +

1
g + amin

V (x0). (55)

Hence, using (50), (52) and (55), the value W (t1) is bounded from
above by

W (t1) ≤


1 +

amax − amin

g̃
+

amax − amin

g + amin


V (x0), (56)

which is a class K∞ function with respect to V (x0).
The step function W (t) is a left-continuous piecewise constant

function with discontinuities at the collision time-instants t = tn.
The step height is

W (tn+1) − W (tn) = V−(tn) − V−(tn−1), (57)

which can be interpreted as the cumulative change of V over one
impact at the time-instant tn−1 and the subsequent non-impulsive
interval (tn−1, tn), i.e.

W (tn+1) − W (tn) =


[tn−1,tn)

dV

= V+(tn−1) − V−(tn−1) +

 tn

tn−1

V̇dt. (58)

Using (47) and (48), we can give an upper-bound for the last term
in (58) tn

tn−1

V̇dt ≤
amax − amin

2

 tn

tn−1

|γN(t)| dt, (59)

where
 tn
tn−1

|γN(t)|dt is, again, the total variation of gN(t) on the
time interval [tn−1, tn]. The steps in equations (51) to (55), which
have been derived for the time interval [t0, t1], are now repeated
for the time interval [tn−1, tn] using gN(tn−1) = 0: tn

tn−1

|γN(t)|dt = 2 max
[tn−1,tn]

gN(t)

≤
γ +

N (tn−1)
2

g + amin

≤
ε̄2γ −

N (tn−1)
2

g + amin
. (60)

With the conservative estimates (44) and (60) the step height (58)
ofW (t) is bounded from above by

W (tn+1) − W (tn)

≤


−

1
2


1 − ε̄2

+
amax − amin

2
ε̄2

g + amin


γ −

N (tn−1)
2. (61)

We now define

α :=
g + amax

g + amin
ε̄2. (62)

Under condition (39) it holds that 0 ≤ α < 1 and therefore

−
1
2


1 − ε̄2

+
amax − amin

2
ε̄2

g + amin
= −

1
2
(1 − α) < 0. (63)

Substitution of W (tn) = V−(tn−1) =
1
2


γ −

N (tn−1)
2 in (61) gives

an upper-bound for the discrete mapW (tn) → W (tn+1)

W (tn+1) ≤ αW (tn), (64)

which is a contraction map because |α| < 1 and W (t) ≥ 0 for all
t . This implies that the functionW (t) is a decreasing step function
converging to zero for t → t∞.

Lastly, we prove that the step function W (t) forms an upper-
bound for the Lyapunov function V (t). Without loss of generality
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Fig. 3. The Lyapunov function V and the step functionW for κ < κGUAS .

we consider t ∈ (tn−1, tn). It holds that W (t) = V−(tn−1) and
V (t) = V−(tn−1) +


[tn−1,t)

dV and therefore

W (t) − V (t) = −

V+(tn−1) − V−(tn−1)


−

 t

tn−1

V̇dt. (65)

The last term in (65) can be bounded from above by the same
conservative estimate as in (59): t

tn−1

V̇dt ≤
amax − amin

2

 t

tn−1

|γN(t)|dt (66)

and we note that
 t
tn−1

|γN(t)|dt ≤
 tn
tn−1

|γN(t)|dt for which we
have the upper-bound (60). Hence, the difference between the
step function W and the Lyapunov function V can, using the
definition (62) of α, be bounded from below by

W (t) − V (t) ≥
1
2
(1 − α)γ −

N (tn−1)
2, (67)

which is non-negative under condition (39) meaning that the step
function W (t) is an upper-bound for V (t).

All the conditions of Theorem 1 are therefore satisfied which
proves that the equilibrium x∗

= 0 of the bouncing ball system is
globally uniformly attractively stable under condition (39). �

Remark. If vibrations of the table are considered, then it naturally
holds that amax > 0 and amin < 0. In that case, the above proof can
be simplified by taking g̃ = g andusing a slightly different estimate
for the total variation of gN(t) over (tn−1, t). For generality, this
assumption has not been made in Theorem 1.

For the case of sinusoidal excitation e(t) = −A sin (Ωt), it holds
that amax = −amin = AΩ2. The condition (39) can be expressed in
terms of the relative acceleration κ = AΩ2/g (16) as

κ <
1 − ε̄2

1 + ε̄2
=: κGUAS. (68)

This is a sufficient condition for globally uniformattractive stability
of the equilibrium x∗

= 0. Fig. 3 depicts the time–history of
the functions V and W for a sinusoidal excitation of the table.
In contrast to the classical direct method of Lyapunov, where
the Lyapunov function V is required to be non-increasing, the
function V may decrease and increase on the interval (tn−1, tn),
but cumulatively, it decreases on the time intervals between two
consecutive impacts which is guaranteed by condition (68). The
function V can therefore be regarded as a Lyapunov function in a
generalized sense.

We might be tempted to think that the function W can be
looked upon as a discrete-time Lyapunov function. A discrete-time
Lyapunov function would be a (locally) positive definite function
on the discrete state of the system at the impact time, which
decreases under iterations of the impact map (see Section 6).

Note, however, that the function W is constructed from the time
evolution of V along solution curves and is therefore not a function
of the discrete state. For this reason, it cannot be regarded as a
discrete-time Lyapunov function, although it surely is related to a
discrete-time Lyapunov function of the impact map. But there is a
more fundamental difference: a discrete-time Lyapunov function
only gives information on the state at discrete time-instants and
does not check whether the solution converges to zero in between
impacts. In contrast, the step function W is an upper-bound for V
on the whole time domain.

Our considerations have so far ensured that the piecewise
constant function

W (t) := V−(tn−1) t ∈ (tn−1, tn] (69)

is an upper-bound of the Lyapunov candidate function V (t) which
decreases and converges to zero. Subsequently, we will prove
that W decreases to zero in a finite time under the conditions of
Proposition 1, i.e. the attraction of the equilibrium is symptotic.

Proposition 2 (Symptotic Attractive Stability). If the conditions
of Proposition 1 are met, then the equilibrium x∗

= 0 of the bouncing
ball system (32) is globally symptotically attractive.

Proof. The proposition uses the same conditions as Proposition 1
and we can therefore make use of the results of the proof of
Proposition 1. Evaluation of (54) for t = t1 with gN(t1) = 0 gives

0 ≤ gN(t0) + γ +

N (t0) (t1 − t0) −
1
2

(g + amin) (t1 − t0)2 , (70)

which is an inequality of the form 0 ≤ f (t1 − t0) for the time lapse
t1 − t0 ≥ 0, where the right side of (70) is a concave quadratic
function f (t1 − t0) with a non-negative constant term gN(t0). The
function f is therefore non-negative between its two zeros, or,
when only considering the positive domain, between the origin
and the largest zero. We therefore obtain the upper-bound

t1 − t0 ≤

γ +

N (t0) +


γ +

N (t0)2 + 2(g + amin)gN(t0)

g + amin
(71)

of the time lapse between the initial time and the first (or next)
collision. Similarly, evaluation of the inequality (54) for the non-
impulsive time interval (tn−1, tn)with gN(tn−1) = gN(tn) = 0 gives

0 ≤ γ +

N (tn−1) (tn − tn−1) −
1
2

(g + amin) (tn − tn−1)
2 , (72)

where γ +

N (tn−1) = −ε(tn−1)γ
−

N (tn−1), from which we obtain the
upper-bound

tn − tn−1 ≤
−2ε(tn−1)γ

−

N (tn−1)

g + amin
≤

2ε̄
√
2W (tn)

g + amin
(73)

of the time lapse between two consecutive collisions. The time-
instant t∞, for which the ball has come to rest on the table, can
therefore be bounded from above by the sum

t∞ − t1 =

∞
n=1

(tn+1 − tn) ≤
2
√
2ε̄

g + amin

∞
n=1


W (tn+1). (74)

Recursive usage of the contraction property (64) gives the upper-
bound

W (tn+1) ≤ αnW (t1) ∀n ≥ 1. (75)

If (39) is fulfilled, then it holds that 0 ≤ α < 1 and the sum in (74)
can be bounded from above by
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t∞ − t1 ≤
2
√
2ε̄

g + amin

∞
n=1


W (tn+1)

≤
2
√
2ε̄

g + amin


W (t1)

∞
n=1

√
αn

=
2
√
2ε̄

g + amin


W (t1)

α
1
2

1 − α
1
2

(76)

in which we used the geometric series

∞
j=0

x
1
2 j =

1

1 − x
1
2
,

∞
j=1

x
1
2 j =

x
1
2

1 − x
1
2

0 ≤ x < 1. (77)

The time lapse between the initial time t0 and the accumulation
point t∞ is therefore bounded from above by

t∞ − t0 ≤

γ +

N (t0) +


γ +

N (t0)2 + 2(g + amin)gN(t0)

g + amin

+
2
√
2ε̄

g + amin


W (t1)

α
1
2

1 − α
1
2

(78)

with W (t1) bounded by (56) and |γ +

N (t0)| ≤ |γ −

N (t0)|. Hence,
for any bounded initial condition x0, the solution ϕ(t, t0, x0)
converges in a finite time t∞ − t0 to the equilibrium x∗

= 0. �

Propositions 1 and 2 consider the same system with identical
assumptions. We can therefore summarize the result:

Corollary 1. Let the bouncing ball system (32) satisfy the bounds (13)
of e(t) and (11) on ε(t). If it holds that
g + amax

g + amin
ε̄2 < 1,

then the equilibrium x∗
= 0 of the bouncing ball system is globally

uniformly symptotically attractively stable.

Proof. The proof follows immediately from Propositions 1 and
2. �

Numerical simulations, which illustrate the above theoretical
results, are shown in Fig. 4 for t0 = 0, gN(t0) = 0, γ +

N (t0) =

8, ε = 0.8 and κ = 0.2 < κGUAS. The trajectory of the
bouncing ball, Fig. 4(a), shows that the solution is attracted to the
equilibrium in finite time through an infinite number of impacts.
The corresponding state space is shown in Fig. 4(b). The Lyapunov
function V evaluated along the solution curve, depicted in Fig. 4(c),
is oscillating but is bounded from above by the decreasing step
functionW (t) as depicted in Fig. 3.

6. Periodic solutions

A sufficient condition (39) for global uniform symptotic stability
of the equilibrium of the bouncing ball system has been derived in
the previous sections. In this section, we would like to shed some
light on the conservativeness of the condition (39) by looking at
the existence of periodic motion of the bouncing ball system. The
co-existence of periodic motion and the equilibrium indicates that
the equilibrium is at most locally attractive.

Periodic motion of the bouncing ball system can conveniently
be studied with a discrete map (see for instance [31,33]), referred
to as the impact map, which describes the motion of the bouncing
ball only in discrete time, that is to say at collision time-instants
{tn} when the ball hits the table subjected to the kinematic
excitation e(t). The post-impact relative velocity γ +

N (tn) is sampled
together with the collision time tn at each impact of the ball with

the table and related to the variables tn+1 and γ +

N (tn+1) of the next
impact. The trajectory of the bouncing ball is therefore describedby
a sequence of impact events, characterized by the aforementioned
coordinates tn and γ +

N (tn). The impact map is first derived for an
arbitrary excitation e(t) of the table and a time-varying restitution
coefficient ε(t). For the subsequent analysis, e(t) is chosen as
e(t) = −A sin(Ωt) and the restitution coefficient is assumed to
be constant. The map is transcendental in the case of a harmonic
excitation and has an implicit structure.

Between two consecutive impacts, say on the open time interval
(tn, tn+1), the ball is moving only under the action of gravity and
it holds that ġN(t) = γN(t) and γ̇N(t) = −g − ë(t). Integration
of the differential equations over the non-impulsive time interval
(tn, tn+1) gives

gN(tn+1) = gN(tn) +

γ +

N (tn) + ė(tn)

(tn+1 − tn)

−
1
2
g(tn+1 − tn)2 − e(tn+1) + e(tn), (79)

γ −

N (tn+1) = γ +

N (tn) − g(tn+1 − tn) − ė(tn+1) + ė(tn). (80)

The contact distance vanishes at collision times, i.e. gN(tn) =

gN(tn+1) = 0, and (79) becomes

0 = −
1
2
g (tn+1 − tn)2 +


γ +

N (tn) + ė(tn)

(tn+1 − tn)

− e(tn+1) + e(tn), (81)

which is an implicit equation for tn+1. Using the impact law (10),
γ +

N (tn+1) = −ε(tn+1)γ
−

N (tn+1), together with (80) yields an
expression for γ +

N (tn+1):

0 = −γ +

N (tn+1) − ε(tn+1)γ
+

N (tn) + ε(tn+1)g(tn+1 − tn)

+ ε(tn+1) (ė(tn+1) − ė(tn)) . (82)

The two equations (81) and (82) form an implicit map

tn, γ +

N (tn)


→

tn+1, γ

+

N (tn+1)

.

In the following, e(t) is chosen as e(t) = −A sin(Ωt) and the
restitution coefficient ε is assumed to be constant. Furthermore, in
order to reduce the parameter space, the equations (81) and (82)
are rewritten in dimensionless form, defining

τn :=
Ω

2π
tn, wn :=

Ω

πg
γ +

N (tn), (83)

where τn is the dimensionless time and wn is the dimensionless
post-impact contact velocity. Substitution of (83) into the equa-
tions (81) and (82) and using the relative acceleration κ (16), we
obtain the implicit map

G(zn, zn+1) =


G1(zn, zn+1)
G2(zn, zn+1)


= 0, n ∈ Z0, (84)

where zn =

τn wn

T with

G1 =
κ

2π2 (sin(2πτn+1) − sin(2πτn))

+


wn −

κ

π
cos(2πτn)


(τn+1 − τn) − (τn+1 − τn)

2,

G2 = −wn+1 − ε wn + 2ε(τn+1 − τn)

− ε
κ

π
(cos(2πτn+1) − cos(2πτn)) .

The parameter space for the dimensionless map (84) has reduced
from the four parameters A, Ω , ε and g to two parameters, being
the relative acceleration of the table κ and the coefficient of
restitution ε.

Fixed points z∗ of the impact map (84) fulfil G(z∗, z∗) = 0
which results in

G1(z∗, z∗) : 0 = 0,
G2(z∗, z∗) : −w∗

− ε w∗
= 0,

(85)
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Fig. 4. Numerical simulation of the bouncing ball system.

(a) P 1
1 -orbit. (b) P 2

1 -orbit. (c) P 1
2 -orbit.

(d) P 2
2 -orbit. (e) P 3

3 -orbit. (f) P 7
∞
-orbit.

Fig. 5. Discrete-time representation of P k
l -orbits.

and it therefore holds that

z∗
=


τ ∗

w∗


=


τ ∗

0


. (86)

The fixed points of the impact map therefore correspond to
gN(t∗) = 0 and γ +

N (t∗) = 0, with t∗ = 2π/Ωτ ∗, i.e. to
the case where the ball is in persistent contact with the table.
It is not surprising that a state of persistent contact is a fixed
point of the map since the impact law (10) holds for all time-
instants for which gN(t) = 0, i.e. also when γ −

N (t) = γ +

N (t) =

0. The impact map is able to describe how the ball comes into
persistent contact through an accumulation of impacts. Such a
right-accumulation point involves infinitely many impacts of the
ball with the table within a finite time, corresponding to infinitely
many iterations of the impactmap. The impactmap is therefore not
able to describe the following non-impulsive motion of the ball,
because (84) assumes free flight between consecutive impacts. If
κ ≤ 1, then the fixed points of the impact map correspond to the
equilibrium position of the bouncing ball system (32). If κ > 1,
then the equilibrium does not exist and persistent contact will be
lostwhen the acceleration of the downwardsmoving table exceeds
the gravitational acceleration g.

The bouncing ball system exhibits a plethora of periodic mo-
tions. Periodic motions which do not contain phases of persistent
contact can conveniently be described and be characterized by the
impact map (84).

Definition 4. Anorbit of the impactmapG (84) in the (τ , w)-space
is called an l-periodic orbit of order k, denoted as P k

l -orbit, if it

holds that
τn+l
wn+l


=


τn
wn


+


k
0


, l, k ≥ 1, ∀n ∈ Z0. (87)

The period time of a P k
l -orbit is

2π
Ω
k and l impacts occur within

one period. A P k
l -orbit is therefore k-periodic with respect to the

excitation frequency Ω and l-periodic with respect to the impact
map (84). Figs. 5 and 6 give an overview on some specific P k

l -
orbits in the (τ , w)-space and in continuous-time representation.
In order to depict these trajectories as l-periodic fixed points in
the (τ , w)-space, the dimensionless time axis is folded using τ =

τ mod 1. Figs. 5(a) and 6(a) depict 1-periodic orbits of order 1
and Figs. 5(b) and 6(b) of order 2, respectively. This case will be
investigated more precisely in the subsequent analysis. Figs. 5(c)
and 6(c) show a P 1

2 -orbit, whereas Figs. 5(d) and 6(d) show a
P 2

2 -orbit. Figs. 5(e) and 6(e) illustrate a P 3
3 -orbit. The P 7

∞
-orbit,

shown in Figs. 5(f) and 6(f), contains a right-accumulation point
and a phase of persistent contact within each period. Such periodic
motions cannot be described by the impact map (84) and have
to be found by numerical integration of the measure differential
inclusion (32). Note that the right-accumulation point (or ‘Zeno’
point), which is present in the P 7

∞
-orbit, is not an equilibrium

point.
We first consider P k

1 -orbits, i.e. 1-periodic orbits with arbitrary
order k. For a P k

1 -orbit we define

τ k,1
= τn mod 1, wk,1

= wn ∀n. (88)
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(a) P 1
1 -orbit. (b) P 2

1 -orbit. (c) P 1
2 -orbit.

(d) P 2
2 -orbit. (e) P 3

3 -orbit. (f) P 7
∞
-orbit.

Fig. 6. Continuous-time representation of P k
l -orbits.

Substitution of (87) with l = 1 into the impact map (84) yields:

G1 =


wk,1

−
κ

π
cos(2πτ k,1)


k − k2 = 0,

G2 = −wk,1
− ε wk,1

+ 2εk = 0.
(89)

Eq. (89) can be solved for wk,1 and τ k,1, which results in

wk,1
=

2ε
1 + ε

k (90)

and

cos(2πτ k,1) = −
1 − ε

1 + ε

πk
κ

. (91)

Hence, P k
1 -orbits exist if and only if−1 − ε

1 + ε

πk
κ

 ≤ 1 ⇔ κ ≥
1 − ε

1 + ε
πk =: κk

1 . (92)

Eq. (92) has one solution τ k,1
=

1
2 if κ = κk

1 and two distinct
solutions symmetric around 1

2 if κ > κk
1 . The stability of the P k

1 -
orbits can be obtained from the linearized impact map [31,46]

0 =
∂G
∂zn

yn +
∂G

∂zn+1
yn+1, (93)

where yn are the perturbations of zn with respect to the P k
1 -orbit

and

∂G
∂zn

=


2kκσ +

2k
1 + ε

k

−2ε(1 + κσ) −ε


,

∂G
∂zn+1

=


−

2k
1 + ε

0

2ε(1 + κσ) −1


,

(94)

with the abbreviation

σ := sin(2πτ k,1), (95)

are the partial derivatives of the impact map evaluated at the
P k

1 -orbit (88). The propagation of the perturbation is therefore
described by the linear map

yn+1 = Ayn, (96)

where

A = −


∂G

∂zn+1

−1
∂G
∂zn

=


1 + (1 + ε)κσ

1 + ε

2
2ε(1 + ε)κσ (1 + κσ) ε(1 + ε)κσ + ε2


(97)

is the linearization matrix. The matrix A has the characteristic
polynomial λ2

+ α1λ + α2 = 0 with the coefficients

α1 = − trace(A) = −1 − ε2
− (1 + ε)2κσ ,

α2 = det(A) = ε2.
(98)

The linear map is asymptotically stable if the matrix A has eigen-
values with a magnitude smaller than unity, i.e. if the Schur–Cohn
conditions [47] are fulfilled:

1 ± α1 + α2 > 0, 1 ± α2 > 0. (99)

The condition 1 ± α2 > 0 is naturally fulfilled for 0 ≤ ε < 1. The
condition 1 + α1 + α2 > 0 yields

−(1 + ε)2κσ > 0 ⇔ σ < 0, (100)

which implies the stability condition τ k,1 > 1
2 , i.e. P

k
1 -orbits as-

sociated to the value of τ k,1 < 1
2 are unstable. The condition

1 − α1 + α2 > 0 yields

2 + 2ε2
+ (1 + ε)2κσ > 0, (101)

which gives together with σ 2
= 1 −


κk
1

2, see (91), (92) and (95),
and σ < 0 (100) the stability condition

κ2 <

κk
1

2
+

4(1 + ε2)2

(1 + ε)4
. (102)
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Fig. 7. Bifurcation diagram for ε = 0.8.

We therefore conclude thatP k
1 -orbits associatedwith τ k,1 > 1

2 are
locally attractively stable if

κk
1 :=

1 − ε

1 + ε
πk < κ <


4(1 + ε2)2

(1 + ε)4
+


κk
1

2
=: κk

−1. (103)

For κ = κk
1 , the linearization has a maximal eigenvalue λmax = 1

and for κ = κk
−1 themaximal eigenvalue λmax = −1, where λmax is

the eigenvalue with the largest spectral radius. Using standard re-
sults from bifurcation theory, we infer that fold bifurcations occur
for κ = κk

1 and period-doubling (or flip) bifurcations for κ = κk
−1,

where k ≥ 1.
A bifurcation diagram for the bouncing ball system has been

constructed using the so-called ‘‘brute force’’ technique [48], a
simple numerical method which shows only attracting limit sets.
Starting from a chosen initial condition and a chosen value of κ ,
the system (32) is simulated over 300 periods of the excitation
frequency Ω . For each time interval [tn, tn+1], between two
consecutive impacts, the maximal contact distance

gN,max = max
t∈[tn,tn+1]

gN(t) (104)

can be computed. The last 50 values of the maximal contact
distance gN,max are plotted as points in the bifurcation diagram.
Subsequently, the value of κ is increased with 0.001 and the last
state of the previous simulation is used as new initial condition. In
thisway, the solution for each κ is allowed to approach an attractor
before the 50 points are plotted. If the solution is attracted to a
P k

1 -orbit, then the 50 points will be approximately located on top
of each other, while l heaps of points can be observed for a P k

l -
attractor. Chaotic attractors appear as clouds of points in the brute
force bifurcation diagram. The bifurcation diagram for ε = 0.8 is
shown in Fig. 7 where the associated branches of P 1

1 -orbits and
P 2

1 -orbits are shown. The equilibrium branch is located on the axis
gN,max = 0 for κ ≤ κ = 1. As has been shown previously, P k

1 -
orbits are created at fold bifurcations Ak for κ = κk

1 . Note that
the brute force technique only reveals attractively stable limit sets.
Therefore, the unstable branches of the P k

1 -orbits are not depicted
here. The branches of attractively stableP k

1 -orbits undergo period-
doubling bifurcations at the bifurcation points Bk for κ = κk

−1.
Two branches belonging to the sameP 2k

2 emerge at the bifurcation
points Bk. An example of a P 2

2 -orbit is shown in Fig. 6(d). The
two different maximal heights of the periodic orbit appear as two
separate branches in the bifurcation diagram.

When looking at Fig. 7 one is tempted to think that no periodic
motion and chaotic attractors exist for κ < κ1

1 and that the
equilibrium is globally attractive for κ < κ1

1 . At this point, we
have to note that the numerically generated bifurcation diagram

is not complete. The bifurcation diagram 7 already shows various
kinds of periodic motion as well as chaotic attractors, but many
other periodic motions may co-exist with the shown attractors,
e.g. branches exist of P k

l -orbits with l > k (such a case is depicted
in Fig. 6(c) for a P 1

2 -orbit). How can we be sure that no co-existent
attractors exist for κ < κ1

1? The use of Proposition 1 now becomes
apparent. We are not able to consider the plethora of periodic
motions and aperiodic limit sets, but Proposition 1 rigorously
proves that the equilibrium is globally symptotically attractively
stable if condition (68) holds, i.e. κ < κGUAS. Proposition 1 gives
a sufficient condition, in other words the upper-bound κGUAS is a
conservative estimate. The bifurcation diagram 7 gives us some
idea about how conservative κGUAS is.

7. Conclusions

In this paper, a Lyapunov-like theorem (Theorem 1) to prove
the conditional global uniform attractive stability of the equilib-
ria of non-autonomous MDIs has been presented, which can be
regarded as an extension of Lyapunov’s direct method to (gener-
alized) Lyapunov functions which may also temporarily increase
along solution curves. The conditions of Theorem 1 look more
complicated than those of the standard Lyapunov’s direct method,
because a decreasing step functionW (t) above the Lyapunov func-
tionV (t) (evaluated along solution curves) has to be found. The key
point in Theorem 1 is, that the conditions on the Lyapunov func-
tion are weaker: the Lyapunov function is allowed to oscillate and
may temporarily increase along solution curves. Theorem 1 there-
fore gives more freedom to choose the Lyapunov function, thereby
allowing the choice of Lyapunov functions with a clear physical
meaning.

A sufficient condition for the global uniform symptotic attrac-
tive stability of the equilibrium of the bouncing ball system with
an arbitrary motion of the table and time-varying restitution coef-
ficient has been proved by using Theorem 1. As Lyapunov function
we were able to choose a relatively simple function, being the sum
of a quadratic term and a linear term, which for harmonic excita-
tion agrees with the total mechanical energy (40) of the equivalent
forced system (Fig. 1(b)). Furthermore, it has been proved that the
attractivity of the equilibrium of the bouncing ball system is symp-
totic.

A possible application of the stability results of the bouncing
ball system can be sought in tracking and position control
problems of robotic manipulators with unilateral constraints [49].
For instance, one can consider a robotic task in which the
end-effector has to place an object on a moving support, or,
equivalently, on a stationary support but under the influence of an
uncertain forcing. If the closed loop dynamics of the end-effector is
equivalent to that of the bouncing ball system, then Proposition 1
assures the finite-time stabilization of the object on the support.
Proposition 1 might therefore open new directions for feed-back
control design of mechanical systems with unilateral constraints.
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