Consideration of local stiffening and clearance nonlinearities in coupled systems using a generalized Harmonic Balance Method
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Abstract
In many assembled structures local nonlinearities can be found, which affect the overall dynamics of the system. Typical examples are joints which show nonlinear behavior due to friction as well as clearance. Another example are bushing elements which are used as connectors in the automotive industry, showing a stiffening effect and frequency dependence. In both examples it is of interest to model the effect of such local nonlinearities on the dynamics of large scale finite element (FE) assemblies in the context of substructuring. In this contribution a clearance nonlinearity is considered leading to a non-smooth, nonlinear force resulting in similar dynamics like in classical vibro-impact-systems. In contrast, the bushing elements can be modeled by a smooth nonlinear function characterizing a progressive spring behavior. Nevertheless, in both cases similar nonlinear phenomena like the occurrence of predominantly subharmonic solutions and strong influence of higher harmonics can be observed. Thus, Frequency Response Functions (FRFs) are calculated using a generalized Harmonic Balance Method (HBM) taking these effects into account. For both nonlinearities the resonance peaks are bent towards higher frequencies with increasing amplitude, resulting in a frequency range with multiple solutions. Also, the existence of predominantly subharmonic solutions results in additional bends in the FRFs. To be able to capture the existence of multiple, stable and unstable solutions at certain frequencies a Predictor-Corrector continuation method is used for the calculation of the solutions. Additionally, the dependence of the backbone curve on the amplitude or the total energy in the system respectively, is visualized in Frequency Energy Plots (FEPs). Furthermore, the corresponding Nonlinear Normal Modes (NNM) are depicted. In these plots also the effect of modal interactions, like energy transfer between modes can be shown. To demonstrate the proposed method a four mass oscillator is used. This oscillator consists of two linear substructures which are coupled by the nonlinear elements. However, the methods can be easily extended to FE models with local nonlinearities or used in the context of substructuring. The methods are used for further investigations of beam structures including such nonlinearities and will be validated by experimental data.

1 Introduction

Local nonlinearities can have strong influence on the vibrations of assembled structures. Therefore, it is crucial to take these nonlinearities into account when simulating the behavior of such systems. In this paper a method for efficient calculation of assembled structures with local nonlinearities is proposed. For these calculations a generalized version of the Harmonic Balance Method, taking into account higher harmonic as well as subharmonic responses, is used. This method can be combined with dynamic substructuring and reduction methods, like the Frequency Based Substructuring (FBS) method [1] or Component Mode Synthesis (CMS) [2, 4], to be able to calculate large scale finite element models. In this context the local nonlinearities
can be regarded as nonlinear coupling elements like it is shown in Fig. 1.

In the following, two different nonlinearities are considered. The first one represents clearance in assembled structures and the second one a nonlinear bushing element showing stiffening behavior. The nonlinearities are described in detail in Section 2. As both nonlinearities discussed in this paper are of the stiffening type, which causes resonance peaks to bend towards higher frequencies with growing amplitude, frequency ranges with multiple solutions occur. To capture these multiple solutions, the HBM is combined with a continuation method [3]. As a part of the solution algorithm, a purely analytical approach for the computation of the nonlinear forces and the Jacobian matrix of the system is presented, resulting in very fast and robust calculations. This solution method is described in detail in Section 3 for the calculation of Frequency Response Functions (FRF). Some features of the systems regarded in this paper, like the frequency energy dependence or modal interactions, can be visualized and explained by Nonlinear Normal Modes (NNM) and Frequency Energy Plots (FEP) [5, 6]. Section 4 briefly mentions some aspects of the NNM and FEP calculations based on the HBM. The proposed methods are demonstrated on a four mass oscillator in Section 5. The paper closes in Section 6 with a conclusion and suggestions for future research.

2 System representation and types of nonlinearity

In this Section, the system to which this paper refers to is described. Therefore, firstly a substructure formulation is briefly reviewed and the coupling is explained. For the sake of briefness the coupling is sketched in the physical domain only, however it can be performed analogous in the frequency domain using an FBS formulation [1] or it can be combined with model reduction techniques yielding a CMS formulation [2, 4]. The equation of motion for a general mechanical system consisting of different substructures can be written in the physical domain according to [7] as

\[ M \ddot{x} + D \dot{x} + Kx = f + g \]  \hspace{1cm} (1)

where \( M, D \) and \( K \) contain the mass, damping and stiffness matrices of all substructures in a block-diagonal form. The vector of external forces, e.g. excitation forces, is denoted by \( f \) and the vector of connecting forces between the substructures by \( g \). In the interfaces between the substructures the force equilibrium can be written as

\[ L^T g = 0, \]  \hspace{1cm} (2)

where \( L \) is a Boolean matrix localizing the interface DOFs within the set of global DOFs. Introducing a Boolean matrix \( B^T = \text{null}(L^T) \) the interface forces can be expressed using Lagrange multipliers \( \lambda \) yielding

\[ g = -B^T \lambda. \]  \hspace{1cm} (3)

In this equation \( \lambda \) represents the interface forces which can be expressed as a function of the relative displacement \( u \) in the interface as

\[ \lambda = F_{nl}(u, \dot{u}) \]  \hspace{1cm} (4)

which is related to \( x \) by the Boolean matrix \( B \) as

\[ u = Bx. \]  \hspace{1cm} (5)

Within this contribution nonlinear coupling elements are considered leading to coupling forces related to \( u \) in a nonlinear way. Therefore the Harmonic Balance Method is utilized to approximate the nonlinear interface forces. For simplicity in the following only one DOF of both substructures is coupled with a nonlinear element reducing \( u \) to a scalar quantity.

Before the HBM is explained, the two different local nonlinearities connecting linear substructures are characterized. On the one hand clearance in joints of assembled structures is represented by a piecewise linear function and on the other hand a nonlinear bushing element of an automotive brake assembly is modeled as cubic nonlinearity of the stiffening type. Both systems are depicted schematically in Fig. 1, where the linear
parts of the assembly are represented by the substructures A and B. Fig. 1 also displays the nonlinear forces due to clearance $F_{\text{clear}}$ and a cubic nonlinearity $F_{\text{cub}}$, which depend on the relative displacement in the coupling interface $u = x_2 - x_3$. Hence, the nonlinear force caused by the clearance can be calculated depending on $u$ yielding a piecewise defined function

$$F_{\text{clear}} = \begin{cases} k_0(u - z_0) & u \leq -z_0 \\ 0 & -z_0 < u < z_0 \\ -k_0(u - z_0) & u \geq z_0, \end{cases}$$

where $k_0$ is the contact stiffness in the interface, which has to be taken into account when the relative displacement is larger than the clearance $\pm z_0$. In the case of the nonlinear bushing element the force in the interface is approximated as a cubic nonlinearity with the cubic spring constant $\beta$ and can be calculated by

$$F_{\text{cub}} = \beta u^3$$

which also depends on the relative displacement $u$ in a nonlinear way.

### 3 Harmonic Balance Method for sub- and higher harmonic response

The HBM is a method to approximately compute the steady state response of nonlinear systems [8, 9]. The method is based on the assumption that every nonlinear steady state response of a system which is driven by an excitation frequency $\omega$ can be expressed by a Fourier series with an infinite number of harmonics of this frequency. In its original version only the fundamental response is considered such that the method represents a rough approximation. For a consideration of a higher and subharmonic response like it is done in this contribution the underlying ansatz must be extended to

$$x(t) = a_0 + \sum_{\nu=1}^{\infty} \sum_{\mu=1}^{\infty} a_{\nu/\mu} \cos(\frac{\nu}{\mu} \omega t) + b_{\nu/\mu} \sin(\frac{\nu}{\mu} \omega t).$$

This ansatz now takes higher harmonics into account for $\nu > 1$ and subharmonics are represented by $\mu > 1$. The constant part $a_0$ considers the mean position of the vibration. Note, that with this ansatz only harmonics
in a rational condition are respected. Linear combinations of the harmonics to represent combination resonances [10] are not considered here since the excitation for the presented system is excited with only one frequency. Using this ansatz for the calculation of the response from Eq. (8) the nonlinear forces \( F_{\text{nl}}(\dot{u},u,t) \) in Eq. (6) and (7) can be developed in a Fourier series dependent on the relative displacement \( u \) in the coupling interface which is related to \( x \) by equation (5) leading to

\[
F_{\text{nl}}(\dot{u},u,t) = A_0 + \sum_{\nu=1}^{\infty} \sum_{\mu=1}^{\infty} A_{\nu/\mu} \cos\left(\frac{\nu}{\mu} \omega t\right) + B_{\nu/\mu} \sin\left(\frac{\nu}{\mu} \omega t\right). \tag{9}
\]

This Fourier series as well as the ansatz in Eq. (8) is truncated to a finite number of harmonics \( N \) including all harmonics \( \nu_0 \) and subharmonics \( \mu_0 \), whose numbers have to be chosen depending on the kind of nonlinearity and the desired precision of the calculation. The Fourier coefficients of Eq. (9) can be written as a vector

\[
\hat{F}_{\text{nl,rel}} = [A_0, A_1, A_{1/\mu_0}, \ldots, A_{\nu_0/\mu_0}, B_1, B_{1/\mu_0}, \ldots, B_{\nu_0/\mu_0}]^T, \tag{10}
\]

which can be determined via integration of

\[
\hat{F}_{\text{nl,rel}} = \frac{2}{\mu_0 T} \int_0^{\mu_0 T} \Gamma (\dot{u},u,t) \, dt, \tag{11}
\]

with

\[
\Gamma_+ = \left[ \frac{1}{2}, \sin(\omega t), \sin(2\omega t), \ldots, \cos(\omega t), \ldots \right] \left[ \frac{1}{\mu_0}, \sin(\omega t), \sin(2\omega t), \ldots, \sin(\omega t), \ldots \right]^T. \tag{12}
\]

For the calculation of these coefficients, the regarded period length \( T = 2\pi/\omega \) has to have at least the length of one full period, also for the subharmonic terms which have \( \mu_0 \)-times the period length of the excitation.

The vector of the nonlinear force \( \hat{F}_{\text{nl,rel}} \) depends on the relative displacement and can be localized in the global set of DOFs analogous to Eq. (5) yielding a generalized vector of nonlinear forces \( \hat{f}_{\text{nl}}(\dot{x},\omega) \). Assuming harmonic excitation and steady state behavior the equations of motion can be written in a matrix form as

\[
\begin{bmatrix}
K & 0 & 0 & \cdots & 0 & 0 \\
0 & H_{\text{lin},1/1} & 0 & \cdots & 0 & 0 \\
0 & 0 & H_{\text{lin},1/2} & \cdots & 0 & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots & \vdots \\
0 & 0 & 0 & 0 & H_{\text{lin},1/\mu_0} & 0 \\
0 & 0 & 0 & 0 & 0 & H_{\text{lin,\nu_0/\mu_0}} \\
\end{bmatrix}
\begin{bmatrix}
\dot{x}_0 \\
\dot{x}_1/1 \\
\dot{x}_1/2 \\
\vdots \\
\dot{x}_{1/\mu_0} \\
\dot{x}_{\nu_0/\mu_0} \\
\end{bmatrix}
+ \begin{bmatrix}
\hat{F}_{\text{nl,0}}(\dot{x}_0,\dot{x}_{1/2},\ldots,\dot{x}_{\nu_0/\mu_0}) \\
\hat{F}_{\text{nl,1/1}}(\dot{x}_0,\dot{x}_{1/2},\ldots,\dot{x}_{\nu_0/\mu_0}) \\
\hat{F}_{\text{nl,1/2}}(\dot{x}_0,\dot{x}_{1/2},\ldots,\dot{x}_{\nu_0/\mu_0}) \\
\vdots \\
\hat{F}_{\text{nl,1/\mu_0}}(\dot{x}_0,\dot{x}_{1/2},\ldots,\dot{x}_{\nu_0/\mu_0}) \\
\hat{F}_{\text{nl,\nu_0/\mu_0}}(\dot{x}_0,\dot{x}_{1/2},\ldots,\dot{x}_{\nu_0/\mu_0}) \\
\end{bmatrix}
= \begin{bmatrix}
\hat{f}_{\text{exc,0}} \\
\hat{f}_{\text{exc,1/1}} \\
\hat{f}_{\text{exc,1/2}} \\
\vdots \\
\hat{f}_{\text{exc,1/\mu_0}} \\
\hat{f}_{\text{exc,\nu_0/\mu_0}} \\
\end{bmatrix}, \tag{13}
\]

with \( H_{\text{lin,\nu_0/\mu_0}} = K + i \left( \frac{\nu_0}{\mu_0} \omega \right) D - \left( \frac{\nu_0}{\mu_0} \omega \right)^2 M. \tag{14} \)

### 3.1 Solution Method

The nonlinear system given in Eq. (14) cannot be solved explicitly as the nonlinear forces depend on \( \dot{x} \). Hence, they are transformed in an implicit form such that a residual \( r(\dot{x},\omega) \) can be iterated to zero

\[
r(\dot{x},\omega) = H_{\text{lin}} \dot{x} + \hat{f}_{\text{nl}}(\dot{x},\omega) - \hat{f}_{\text{exc}} = 0. \tag{15}\]

For this task a predictor-corrector method is used including a tangent prediction step

\[
\dot{x}_p = \dot{x} + \delta v, \tag{16}\]
where \( \hat{x} \) denotes the previous solution and \( x_p \) the predicted point which is calculated along the tangent vector of the solution curve \( v \) by multiplication with the step size factor \( \delta \). For the calculation of the actual solution at the new point a corrector step is performed which can be interpreted as a minimization problem of the form [11]

\[
\min \{ |\hat{x} - x_p| : r(\hat{x}, \omega) = 0 \}.
\]

This means that the point on the curve is found which is closest to the predicted value. This minimization problem can be solved iteratively using a Gauss-Newton like method leading to iterations of the following form

\[
\begin{bmatrix}
\hat{x}_{m+1} \\
\omega_{m+1}
\end{bmatrix}
=
\begin{bmatrix}
\hat{x}_m \\
\omega_m
\end{bmatrix}
- \begin{bmatrix}
J(\hat{x}_m, \omega_m) \\
\omega_m
\end{bmatrix}^{-1}
\begin{bmatrix}
r(\hat{x}_m, \omega_m) \\
0
\end{bmatrix},
\]

where \( J(\hat{x}_m, \omega_m) \) denotes the Jacobian matrix of the function \( r(\hat{x}_m, \omega_m) \) and \( v_m \) the tangent vector at iteration \( m \). This tangent vector is updated at each iteration by

\[
v_{m+1} = v_m - \begin{bmatrix}
J(\hat{x}_m, \omega_m) \\
\omega_m
\end{bmatrix}^{-1}
\begin{bmatrix}
r(\hat{x}_m, \omega_m) v_m \\
0
\end{bmatrix}.
\]

This method provides super-linear convergence properties [12] and is very robust as the predicted values are usually already near the solution. However, a drawback of this method is that the Jacobian matrix of the system has to be calculated at each iteration step. A popular method for calculation of the Jacobian in the context is the finite differences method which is applicable in a very general way to all kinds of nonlinearity. As this method needs numerous evaluations of the function \( r(\hat{x}_m, \omega_m) \) it is computationally very expensive and restricted to systems with a limited number of DOFs and harmonics. Additionally, the quality of the computed Jacobian matrix is a critical point in the algorithm concerning the robustness. Thus, in the following a more efficient, analytical alternative is proposed for contact as well as cubic nonlinearities. Generally, the Jacobian matrix of the system in Eq. (15) can be written as

\[
J(\hat{x}_m, \omega_m) = \begin{bmatrix}
\frac{\partial r(\hat{x}_m, \omega_m)}{\partial \hat{x}_m} \\
\frac{\partial r(\hat{x}_m, \omega_m)}{\partial \omega_m}
\end{bmatrix}
\]

with

\[
\frac{\partial r_h(\hat{x}_m, \omega_m)}{\partial \hat{x}_m} = K + i \left( \frac{v_h}{\mu_h} \right) D - \left( \frac{v_h}{\mu_h} \right)^2 M + \frac{\partial f_{nl}}{\partial \hat{x}_m}
\]

and

\[
\frac{\partial r_h(\hat{x}_m, \omega_m)}{\partial \omega_m} = i \left( \frac{v_h}{\mu_h} \right) D - 2 \left( \frac{v_h}{\mu_h} \right) M \hat{x}_m + \frac{\partial f_{nl}}{\partial \omega_m}
\]

The differentiation of the linear parts of the function can be calculated straightforward. Whereas differentiation of the nonlinear forces is more complex and explained in the next sections in some detail for both nonlinearities regarded in this contribution.

Besides the calculation of the Jacobian matrix, the control of the step size \( \delta \) for the prediction step is another key factor to achieve both, robustness and reasonable computational cost. In this case the step size is controlled by a desired number of iterations \( m_{opt} \) along with a multi-level trial and error method [3]. This approach is advantageous in case of strong and sudden changes in the function [13] such as sharp bends caused by non-smooth nonlinearities.

### 3.2 Nonlinear Force and Jacobian calculation for clearance nonlinearity

The analytical formulation for the calculation of nonlinear contact forces due to clearance and their contribution to the Jacobian matrix of the systems is based on the method proposed in [14] and briefly reviewed in this section.

For the following calculations of the nonlinear forces the relative displacement \( u \) in the coupling element is written as a vector product of the form

\[
u(t) = \Gamma^T \mathbf{U}
\]
with $\mathbf{\Gamma}$ representing the sine and cosine terms of a Fourier series like in Eq. (8)

$$
\mathbf{\Gamma} = [1, \cos(\omega t), \cos(\frac{1}{2} \omega t), \ldots, \cos(\frac{1}{\mu_h} \omega t), \sin(\omega t), \sin(\frac{1}{2} \omega t), \ldots, \sin(\frac{1}{\mu_h} \omega t)]^T
$$

and $\mathbf{U}$ representing the Fourier coefficients of $u(t)$

$$
\mathbf{U} = [a_{u,0}, a_{u,1/1}, a_{u,1/2}, \ldots, a_{u,1/\mu_h}, \ldots, a_{u,\nu_h/\mu_h}, b_{u,1/1}, b_{u,1/2}, \ldots, b_{u,1/\mu_h}, \ldots, b_{u,\nu_h/\mu_h}]^T
$$

The nonlinear force due to clearance can be calculated by evaluating the integral in Eq. (11) which leads to a piecewise defined function of the form

$$
F_{\text{clear}} = \begin{cases} 
\frac{2}{\mu_h T} \sum_i \int_{t_{ci}}^{t_{si}} \mathbf{\Gamma}_+ F_{nl}(\dot{u}, u, t) \, dt & \text{contact} \\
0 & \text{separation}
\end{cases}
$$

(26)

where $i$ numbers all sections in which contact in the interface occurs. $t_{ci}$ represents the points in time when the contact happens and $t_{si}$ the points times when separation happens within the period of integration $\mu_h T$.

The nonlinear force $\mathbf{F}_{nl,rel}$ in the interface for the clearance nonlinearity can be represented using the vector notation introduced in Eq. (23) yielding

$$
F_{\text{clear}} = \begin{cases} 
\frac{2}{\mu_h T} \int_{t_{ci}}^{t_{si}} \pm k_0 \mathbf{\Gamma}_+ (\mathbf{\Gamma}_+^T \mathbf{U} - \mathbf{z}_0) \, dt & \text{contact} \\
0 & \text{separation}
\end{cases}
$$

(27)

Since the vector $\mathbf{U}$ does not depend on $t$ the nonlinear force can be written as

$$
F_{\text{clear}} = \begin{cases} 
\pm (k_0 \mathbf{WU} - k_0 \mathbf{z}_0) & \text{contact} \\
0 & \text{separation}
\end{cases}
$$

(28)

where $\mathbf{W}$ is an $j \times j$ matrix with $j = 2N + 1$, consisting of sine and cosine functions of $t$

$$
\mathbf{W} = \frac{2}{\mu_h T} \sum_j \int_{t_{ci}}^{t_{si}} \mathbf{\Gamma}_+ \mathbf{\Gamma}_+^T \, dt.
$$

(29)

and $\mathbf{w}$ is an $j \times 1$ vector also consisting of sine and cosine functions of $t$

$$
\mathbf{w} = \frac{2}{\mu_h T} \sum_j \int_{t_{ci}}^{t_{si}} \mathbf{\Gamma}_+ \, dt.
$$

(30)

This integral can be calculated analytically which reduces the computational effort for the calculation of the nonlinear force to simple evaluations of an $j \times j$ Matrix. For the calculation of the Jacobian matrix the nonlinear force has to be differentiated with respect to $\mathbf{U}$ leading to

$$
\frac{\partial F_{\text{clear}}}{\partial \mathbf{U}} = \begin{cases} 
\pm k_0 \mathbf{W} & \text{contact} \\
0 & \text{separation}
\end{cases}
$$

(31)

meaning that also the calculation of the Jacobian is reduced to a single evaluation of an $j \times j$ matrix. This obviously reduces the computational effort dramatically compared to the finite differences method. Another advantage is that the analytical formulation is very exact compared to finite differences or Discrete Fourier Transform based methods like used by [15]. Therefore, it also increases the quality of the Jacobian matrix and the nonlinear force resulting in remarkably higher robustness of the solution algorithm.
3.3 Nonlinear Force and Jacobian calculation for cubic nonlinearity

In this Section an extension of the previously described method for the analytical calculation of the Jacobian matrix to polynomial nonlinearities is proposed resulting in a slightly more complex formulation. As in the previous Section the nonlinear force \( F_{nl}(\dot{u}, u, t) \) can be calculated according to Eq. (11). For the cubic force \( F_{cub} \) this leads under application of the vector formulation introduced in Eq. (23) to

\[
F_{cub} = \frac{2}{\mu T} \int_0^{\mu T} \beta \Gamma^T (\Gamma^T \mathbf{U})^3 \, dt. \tag{32}
\]

Analogous to the previous Section it is desired to decompose this integral into terms dependent on \( t \) and on \( u \) to be able to calculate an analytical transformation matrix from time domain into the frequency domain and vice versa. However, this decomposition is not as straightforward as it was in the case of clearance because the exponent of the polynomial induces cross terms leading to all sorts of combinations of entries of \( \Gamma \) and \( \mathbf{U} \) as well as their squares and cubes.

For clarity in the following the entries of the vectors \( \Gamma \) and \( \mathbf{U} \) will be numbered and denoted as \( \Gamma = [\Gamma_1, \Gamma_2, \ldots, \Gamma_j]^T \) and \( \mathbf{U} = [U_1, U_2, \ldots, U_j]^T \) with \( j = 2N + 1 \), where \( N \) represents the total number of harmonics taken into account. With this notation a general polynomial of power \( p \) of a vector product can be written as multinomial sum in a multi-index notation

\[
(\Gamma^T \mathbf{U})^p = (\Gamma_1 U_1 + \Gamma_2 U_2 + \ldots + \Gamma_j U_j)^p = \sum_{k_1+k_2+\ldots+k_j=p} \binom{p}{k_1, k_2, \ldots, k_j} \Gamma_1^{k_1} (\Gamma_2 U_2)^{k_2} \ldots (\Gamma_j U_j)^{k_j}. \tag{33}
\]

This multinomial expression contains

\[
\eta = \binom{j + p - 1}{p} = \binom{2N + p}{p} = \frac{(2N + p)!}{(2N)! p!} \tag{34}
\]

summands each one consisting of a factor which can be traced down to \( \Gamma \) and a factor which can be traced down to \( \mathbf{U} \) as well as a constant multiplier represented by the binomial coefficient. The multinomial can be decomposed into two vectors \( \Gamma^* \) and \( U^* \), both of the size \( \eta \times 1 \), with \( \Gamma^* \) containing all factors coming from \( \Gamma \) combined with the constant multipliers of the binomial coefficient and \( U^* \) including the factors dependent on \( \mathbf{U} \), respectively. This means that as desired \( \Gamma^* \) depends on the time and \( \mathbf{U}^* \) on the relative displacement only.

Exemplary this decomposition is demonstrated in the following for the case of a cubic polynomial and one harmonic. In this case the power of the polynomial is \( p = 3 \) and the length of the example vectors \( \Gamma_{ex} \) and \( \mathbf{U}_{ex} \) is \( j = 3 \) reducing Eq. (35) to

\[
\begin{pmatrix}
\Gamma_1 \\
\Gamma_2 \\
\Gamma_3
\end{pmatrix}
\begin{pmatrix}
U_1 \\
U_2 \\
U_3
\end{pmatrix}
= (\Gamma_1 U_1 + \Gamma_2 U_2 + \Gamma_3 U_3)^3
= \sum_{k_1+k_2+k_3=3} \binom{3}{k_1, k_2, k_3} \Gamma_1^{k_1} (\Gamma_2 U_2)^{k_2} (\Gamma_3 U_3)^{k_3}. \tag{35}
\]

Expansion of this multinomial expression yields

\[
(\Gamma_{ex}^T \mathbf{U}_{ex})^3 = \Gamma_1^3 U_1^3 + \Gamma_2^3 U_2^3 + \Gamma_3^3 U_3^3
+ 3 \Gamma_1^2 U_1^2 \Gamma_2 U_2 + 3 \Gamma_1^2 U_1^2 \Gamma_3 U_3 + 3 \Gamma_1^2 U_1 \Gamma_2^2 U_2 + 3 \Gamma_1^2 U_1 \Gamma_3^2 U_3 + 3 \Gamma_1 U_1 \Gamma_2^3 U_2^3 + 3 \Gamma_1 U_1 \Gamma_3^2 U_3^2 + 3 \Gamma_2 U_2 \Gamma_3^3 U_3^3
+ 6 \Gamma_1 U_1 \Gamma_2 U_2 \Gamma_3 U_3 \tag{36}
\]

The summands of Eq. (36) can now be decomposed into two vectors \( \Gamma_{ex}^* \) and \( \mathbf{U}_{ex}^* \), both of size \( 10 \times 1 \) yielding

\[
\Gamma_{ex}^* = [\Gamma_1^3, \Gamma_2^3, \Gamma_3^3, \Gamma_1^2 \Gamma_2, \Gamma_1^2 \Gamma_3, \Gamma_1 \Gamma_2^2, \Gamma_1 \Gamma_3^2, \Gamma_2 \Gamma_3^2, 6 \Gamma_1 \Gamma_2 \Gamma_3]^T \tag{37}
\]

which is only dependent on entries of \( \Gamma_{ex} \) combined with constant multipliers and

\[
\mathbf{U}_{ex}^* = [U_1^3, U_2^3, U_3^3, U_1^2 U_2, U_1^2 U_3, U_1 U_2^2, U_2 U_3^2, U_1 U_3^2, U_2 U_3, U_1 U_2 U_3]^T \tag{38}
\]
which only depends on the vector $U_\text{ex}$ leading to the desired decomposition of time and displacement dependency. The same method as illustrated in this example for the fundamental harmonic and cubic polynomial is applicable in a very general way according to Eq. (35) for higher and subharmonic ansatz functions as well as for general polynomials of power $p$.

Using the decomposition of the ansatz for $u$ into vectors the $\Gamma^*$ and $U^*$ the cubic force can be written as

$$F_{\text{cub}} = \frac{2}{\mu T} \int_0^{\mu T} \beta \Gamma^* \Gamma^* T U^* \, dt.$$  (39)

Now, analogous to the previous section the integration can be separated from the calculation of the nonlinear force yielding a matrix

$$W^* = \frac{2}{\mu T} \int_0^{\mu T} \Gamma^* \Gamma^* \, dt$$  (40)

of the size $\eta \times (2N + 1)$ which can be calculated analytically. Using this matrix the nonlinear force can be calculated by evaluation of the equation

$$F_{\text{cub}} = \beta W^* U^*.$$  (41)

As already shown for the clearance nonlinearity, the contribution of the cubic force to the Jacobian matrix can also be calculated analytically. Therefore, the cubic force has to be differentiated with respect to $U$ yielding

$$\frac{\partial F_{\text{cub}}}{\partial U} = \beta W^* \frac{\partial U^*}{\partial U}$$  (42)

where the partial derivative $\frac{\partial U^*}{\partial U}$ can be calculated analytically. This means that the calculation of the cubic force as well as the calculation of their contribution to the Jacobian matrix is reduced to simple matrix evaluations and multiplications. So the same advantages in terms of speed and accuracy are obtained for the cubic nonlinearity as mentioned in the previous Section. Despite it has to be mentioned that the matrices are of a bigger size than for the clearance nonlinearity.

4 Calculation of Nonlinear Normal Modes and Frequency Energy Plots

The fundamental properties of Nonlinear Normal Modes are subject of numerous publications [5, 16] and thus this paper only briefly reviews some aspects about the calculation method used within this publication. According to Rosenberg [17] the NNMs can be defined as synchronous periodic motion of a conservative system. Referring to this definition the NNMs represent the underlying free response of an undamped system of the form

$$M \ddot{x} + Kx + F_{\text{nl}}(x, t) = 0.$$  (43)

This approach seems restrictive as it is limited to undamped systems. There are also extensions to this basic definition taking nonlinear damping into account [18]. However, even considering the basic definition can be of interest as the dynamics of a moderately damped system often corresponds to the dynamics of the underlying conservative system. Eg. the resonance peaks of lightly damped systems as regarded in this paper follow the backbone curve represented by the FEP of the underlying conservative system quite well. For the calculation of NNMs the previously described method for the calculation of FRFs was adapted. In the following the conservative system is regarded which means that the phase angle remains constant. This reduces the size of the system from $(2N + 1)n$ to $(N + 1)n$ as it is sufficient to either consider a pure sine or cosine ansatz function in Eq. (8), resulting in faster computations than for the FRFs.

The total energy in the system directly corresponds to the amplitude. It can be calculated as a sum of the energies $E_n$ of all masses $m_n$ which can be expressed in the frequency domain as

$$E_n(\hat{x}, \omega) = \frac{1}{2} m_n \left( \sum_{v=1}^{\infty} \sum_{\mu=1}^{\infty} \frac{v}{\mu} \omega^{v} \hat{x}_{nv}/\mu \right)^2.$$  (44)
For the calculation of FEPs the energy is regarded as a parameter and the corresponding frequency of the NNM is calculated. Besides, the same solution algorithm using the same continuation method is used than for the calculations of FRFs.

An interesting property of this method compared to the shooting methods which are widely used eg. by [6, 19] is the filtering characteristic of the HBM, meaning that not all internal resonances are captured depending on the number of harmonics considered [20]. This leads to the computational advantage that certain tongues of the FEP can be neglected if they are of minor interest to speed up calculations.

5 Numerical Examples

In this Section the functionality of the method is demonstrated by coupling two exemplary substructures, each consisting of a linear 2DOF-oscillator, by a nonlinear coupling element. The first subsection considers the effect of the clearance nonlinearity. The scope of the second subsection is to show some special characteristics of the proposed method, like the filtering of modal interactions, using the example of the cubic coupling element.

5.1 Coupling with clearance nonlinearity

Firstly, the element with clearance nonlinearity is used for coupling of two identical linear substructures of which one is excited harmonically. The setup displayed in Fig. 2 and the parameters are listed in Tab. 5.1. The clearance in the regarded example is $z_0 = \pm 0.5 m$ and the stiffness $k_0 = 1 N/m$ leading to a non-smooth function for the nonlinear force. To approximate the sudden change in the nonlinear force at the instant the clearance is reached a number of $N = 10$ harmonics is considered for the following calculations.

The FEP of the system is regarded in Fig. 3 to visualize the effect of the coupling with clearance. Therefore, the modes of the uncoupled systems (green dots) and the fully coupled system, without clearance (red x) is compared to the coupling with clearance (blue). It is obvious that the clearance induces strong frequency dependence for two of the modes whereas the others remain unchanged. This behavior can be explained by regarding the mode shapes of the fully coupled system which are depicted symbolically in Fig. 3 (left). It can be seen that for the modes 1 and 3 the DOFs 2 and 3 vibrate in unison and there is no nonlinear force

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
<th>Unit</th>
<th>Parameter</th>
<th>Value</th>
<th>Unit</th>
</tr>
</thead>
<tbody>
<tr>
<td>$m_A$</td>
<td>1</td>
<td>kg</td>
<td>$m_B$</td>
<td>1</td>
<td>kg</td>
</tr>
<tr>
<td>$k_A$</td>
<td>1</td>
<td>N/m</td>
<td>$k_B$</td>
<td>1</td>
<td>N/m</td>
</tr>
<tr>
<td>$d_A$</td>
<td>0.02</td>
<td>Ns/m</td>
<td>$d_B$</td>
<td>0.02</td>
<td>Ns/m</td>
</tr>
<tr>
<td>$k_c$</td>
<td>0.1</td>
<td>N/m</td>
<td>$z_0$</td>
<td>± 0.5</td>
<td>m</td>
</tr>
<tr>
<td>$k_0$</td>
<td>1</td>
<td>N/m</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 1: Parameters for 4DOF-Oscillator with clearance nonlinearity
as the relative displacement in the coupling elements is zero, whereas the out of phase modes induce energy dependence due to nonlinearity. Depending on the total energy the behavior of the system can approach the uncoupled or fully coupled system.

On the right side of Fig. 3 the total energy of the forced response for different forcing amplitudes is plotted

![Figure 3: Left: FEP for uncoupled system (green dots), fully coupled system (red x) and system coupled with clearance. Right: FEP and total energy of forced response for excitation with $F_{\text{exc}} = \{0.1, 0.3, 1, 5\} \text{ N}$.](image)

into the FEP. It can be observed that the peaks of the FRF follow the FEP, which means that the frequency where the peaks are located changes depending on the forcing level. Additionally, several small peaks at lower frequencies are induced by the influence of higher harmonics especially for the high forcing levels.

Fig. 4 shows the receptance of DOF 4 for different forcing amplitudes. For comparison also the FRF for the fully coupled system is plotted. It can be observed that for there is a strong change in the FRF with the changing forcing amplitude leading to bends and multiple solutions. At high forcing level the FRF approaches the linear FRF of the fully coupled system as also shown in the FEPs before. The smaller peaks in the FRF at low frequencies especially for forcing amplitudes of $F_{\text{exc}} = \{1, 5\} \text{ N}$ are caused by higher harmonics which can be seen in Fig. 4 on the right where the sum of all higher harmonics is depicted for the different forcing levels. For the lower excitation amplitudes $F_{\text{exc}} = \{0.1, 0.3\} \text{ N}$ there are no such peaks as the contact point is not reached in this low frequency range.

![Figure 4: Left: FRF for DOF 4 for excitation with $F_{\text{exc}} = \{0.1, 0.3, 1, 5\} \text{ N}$ compared with fully coupled system (blue dotted). Right: Sum of higher harmonics for the different forcing amplitudes.](image)

### 5.2 Coupling with cubic nonlinearity

In the following the cubic spring element representing the automotive bushing is used to couple two different substructures A and B like it is shown in in Fig. 5. Each subsystem consists exemplary of a linear 2DOF-
Oscillator. The parameters of the example are listed in Tab. 5.2.

Figure 5: 4 DOF system with cubic coupling element

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
<th>Unit</th>
<th>Parameter</th>
<th>Value</th>
<th>Unit</th>
</tr>
</thead>
<tbody>
<tr>
<td>( m_A )</td>
<td>1</td>
<td>kg</td>
<td>( m_B )</td>
<td>1</td>
<td>kg</td>
</tr>
<tr>
<td>( k_A )</td>
<td>2</td>
<td>N/m</td>
<td>( k_B )</td>
<td>1</td>
<td>N/m</td>
</tr>
<tr>
<td>( d_A )</td>
<td>0.05</td>
<td>Ns/m</td>
<td>( d_B )</td>
<td>0.05</td>
<td>Ns/m</td>
</tr>
<tr>
<td>( k_c )</td>
<td>0.1</td>
<td>N/m</td>
<td>( \beta )</td>
<td>0.5</td>
<td>N/m^3</td>
</tr>
</tbody>
</table>

Table 2: Parameters for 4DOF-Oscillator with cubic nonlinearity

The FEP for this example is calculated, taking into account the harmonics \( N = 1 \rightarrow 5 \). Fig. 6 shows the FEP for the coupled system and also the total Energy of the forced response with three different forcing amplitudes. It can be observed the FRF evolves with increasing forcing level along the backbone curve represented by the FEP. Additionally some smaller side peaks in the FRF, especially at low frequencies, appear due to higher harmonics. It is also apparent that all modes are affected by the nonlinear coupling element. A closer look on the first three modes on the right of Fig. 6 reveals several tongues in the FEP which are caused by modal interactions. In this plot also the filtering property of the HBM is shown by comparing the FEP calculated with five harmonics to the fundamental harmonic approximation. As the single frequency sinusoidal approximation cannot represent NNM motions with multiple frequencies the internal resonances cannot be captured. However, apart from the internal resonances the FEP is represented quite exact even for this rough approximation. This demonstrates how details of the FEP can be neglected to speed up the calculations. Any number of harmonics can be chosen finding a suitable trade-off between level of detail and computational efficiency of a numerical analysis. This is particularly interesting in the case of a high modal density and many modal interactions. Still it has to be kept in mind that depending on the ansatz certain modal interactions cannot be captured.

Fig. 7 shows exemplary the evolution of the shape of the second NNM for the points \( P_1 \) to \( P_8 \) for five harmonics (blue) and for one harmonic (dotted purple). The shape helps to identify the internal resonances as \( 1:3 \) and \( 1:5 \) resonances. It can also be seen that not only the FEP is approximated with a single harmonic quite well in a broad energy range but also the shape of the NNM. In contrary near the internal resonances like at \( P_3 \) the approximation is not as accurate and for points \( P_4 \) and \( P_7 \) not even a poor single harmonic approximation can be found.
**Figure 6**: Left: FEP for cubic coupling element with $N=5$ harmonics and total energy of forced response (dotted lines) for excitation with $F_{exc} = \{3, 9, 18\}N$. Right: Comparison of FEP for the first three modes with 1 (dotted purple) and 5 harmonics with zooms on internal resonances.

**Figure 7**: Evolution of NNM shape of mode 2; comparison of fundamental harmonic approximation (dotted purple) and approximation with 5 harmonics (blue)

### 6 Conclusion and Future Work

This paper presented a method for including nonlinearities in coupled structures by combining substructure formulations with the HBM. Using these methods along with a Continuation Method it is possible to compute FRFs as well as NNMs. The continuation method makes it possible to capture multiple solutions in FRFs and internal resonances in FEPs. For the calculations of the nonlinear forces and the Jacobian matrices, which are necessary for the solution algorithm, analytical formulations were used for the clearance nonlinearity. Additionally, the analytical formulation was extended to polynomial nonlinearities leading to vector formulation for multinomial ansatz functions. The analytical calculation provides the advantage of fast and exact calculations of nonlinear forces and Jacobian matrices. Especially the analytical computation of the Jacobian matrix increases the robustness of the solution algorithm remarkably compared to DFT based methods and the computational efficiency compared to finite differences methods. The simple numerical examples illustrate the effect of coupling with nonlinear elements like energy dependence as well as some properties of the proposed method. For instance the influence of the number of harmonics on the quality of the approximation. In this context also the filtering characteristic of the HBM was demonstrated.
In future the robustness and speed of the calculation method is on the one hand applicable to large scale FE models but on the other hand also new applications are conceivable. For example the use of NNM calculations for nonlinear model updating based on experimental data is within reach. Another future topic could be the extension of the analytical formulations to other nonlinearities like air springs.
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