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Abstract: In this paper, we introduce a formulation of fractional constitutive equations for finite ele-
ment analysis using the reformulated infinite state representation of fractional derivatives. Thereby,
the fractional constitutive law is approximated by a high-dimensional set of ordinary differential
and algebraic equations describing the relation of internal and external system states. The method is
deduced for a three-dimensional linear viscoelastic continuum, for which the hydrostatic and devia-
toric stress-strain relations are represented by a fractional Zener model. One- and two-dimensional
finite elements are considered as benchmark problems with known closed form solutions in order to
evaluate the performance of the scheme.

Keywords: finite element method; fractional Zener model; infinite state representation; fractional
viscoelasticity

1. Introduction

The mechanical behavior of viscoelastic materials is characterized by a combined vis-
cous and elastic material response to external loads and displacements depending on time or
frequency. It is often described by complex rheological models consisting of spring-dashpot
networks, which usually lead to a large number of parameters and poor extrapolation prop-
erties over several decades in time or frequency. It has been shown, though, that additional
fractional-order elements, so called springpots, may lead to improved approximations,
even with few parameters [1,2]. These elements are related to integrals and derivatives of
non-integer order, treated within the theory of fractional calculus [3–6].

Fractional derivatives and integrals arise in viscoelasticity, when their integral kernels
are used to model long-term creep and relaxation processes in the time domain. Early contri-
butions identify a power-law behavior of viscoelastic media, see [7–11]. Later, this empirical
observation has been connected directly to the theory of fractional calculus, see [1,12,13]
and the physical consistency of fractional viscoelastic models has been discussed in [14,15].
In most applications of fractional viscoelasticity, the mechanical behavior of rubber and poly-
mers is investigated, see e.g., [2]. Recently, fractional viscoelastic models have been used to
model asphalt and concrete creep, see [16–18], respectively.

A key problem of fractional calculus in applications is the efficient numerical solution
of fractional-order differential equations. Unfortunately, the non-locality of fractional
operators usually leads to computationally expensive implementations. One possible way
to overcome these difficulties is the approximation of fractional-order differential equations
by high-dimensional ordinary differential equations. This approximation is based on the
diffusive or infinite state representation of fractional derivatives as introduced in [19,20]
and elaborated in [21–24]. The associated numerical schemes (in the following called
infinite state schemes) do not require to process the entire solution history in every time
step, which leads to reduced computational costs and memory requirements, whereas the
accuracy depends on the chosen quadrature and order of differentiation [25–29].
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In order to simulate the mechanical behavior of arbitrary viscoelastic structures de-
scribed by fractional constitutive laws, an associated finite element formulation is required,
which has to be combined with a suitable solver for fractional-order differential equations.
A first formulation for linear fractional viscoelastic systems is given in [30] by using the
Laplace domain. This approach has been generalized to the time domain in [31,32]. Hereto,
the equations of motion are transformed to order 2 + α and solved in terms of a fractional-
order state space vector. The authors in [33] derive the three-dimensional generalization of
a fractional viscoelastic constitutive law for the isotropic case and introduce a finite ele-
ment approach solving fractional-order equations of order 2 using the Grünwald-Letnikov
scheme. The formulation is generalized for the anisotropic case in [34]. Both methods
use an internal variable approach, given in general form in [35]. Another formulation,
see [36], which also uses the Grünwald-Letnikov scheme, incorporates the constitutive
law in a slightly different way. The method is adapted and improved in [2]. All authors
mentioned so far consider the geometrically linear case. Formulations in the context of large
deformations are given in [37] and, recently in [38,39]. Both of the latter contributions use
an infinite state scheme similar as in [40] for the time integration. An additional accuracy
optimization is included in [39].

A novel improved infinite state scheme was presented in [41], but is not yet accessible
for a finite element formulation of fractional constitutive laws. It is the aim of this paper
to fill that gap and combine the scheme in [41] with the finite element method (FEM).
The method is based on the reformulated infinite state representation, which leads to
a non-singular integration kernel that asymptotically decays to zero and hence results
in small errors in an associated quadrature, called reformulated infinite state scheme
(RISS). The finite element formulation is fully derived for an isotropic three-dimensional
continuum described by a fractional Zener model (distinguishing between hydrostatic and
deviatoric stress and strain components), being a simple but archetype fractional rheological
model. The method is tested on a one- and a two-dimensional example with closed form
exact solutions, allowing for a proper error analysis. Moreover, the characteristic structure
of the reformulated infinite state representation is interpreted in terms of viscoelastic
quantities of a springpot.

The necessary theoretical preliminaries of fractional calculus are given in Section 2,
including the (reformulated) infinite state representation (Sections 2.2 and 2.3) and the
scheme RISS (Section 2.4). The formulation of fractional viscoelasticity is provided in
Section 3. Particularly, in Section 3.1, the terms and quantities of classical linear viscoelas-
ticity are introduced and connected in Section 3.2 to the fractional-order case, especially
the springpot and the fractional Zener model. The main results regarding FEM can be
found in Section 4. It contains a three-dimensional formulation of the fractional Zener
model (Section 4.1) and its implementation in the finite element method (Section 4.2).
The numerical examples are studied in Section 4.3. All results are discussed in Section 5.

2. Fractional Calculus and the Reformulated Infinite State Representation
2.1. Definitions and Properties

The following concepts and properties are well-known results from fractional calculus,
see e.g., [3–6]. Let T > 0 and x ∈ L1(−∞, T] be an integrable function. The Liouville-Weyl
fractional integral of x of order α ∈ (0, 1) is introduced as [42]

Iαx(t) =
∫ t

−∞

(t− τ)α−1

Γ(α)
x(τ)dτ, t ∈ [0, T], (1)

where Γ represents the Euler Gamma function

Γ(α) =
∫ ∞

0
uα−1e−udu, α > 0. (2)
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It can easily be checked that (1) simplifies to a plain primitive of x at the limit α → 1.
To examine the limit for α → 0, consider the following. If, additionally, the function x is
absolutely continuous (in the sense of [6] (Chapter 2, Definition 6.1)) and x and ẋ vanish in
an appropriate manner in the negative time limit, we obtain by partial integration of (1)

Iαx(t) =
∫ t

−∞

(t− τ)α

Γ(1 + α)
x′(τ)dτ. (3)

The representation (3) shows that (1) is a plain identity for α → 0. Both limiting cases
together provide the intuition that the fractional integral for α ∈ (0, 1) is something in
between the identity and the first-order primitive.

Furthermore, the Liouville-Weyl fractional derivative of Caputo type of order α ∈ (0, 1)
of an absolutely continuous function x is given as [42]

CDαx(t) = I1−α ẋ(t) =
∫ t

−∞

(t− τ)−α

Γ(1− α)
x′(τ)dτ, t ∈ [0, T], (4)

which is (one possible definition for) a left inverse of the operator Iα, i.e.,

CDαIαx = x, x ∈ L1(−∞, T], (5)

see [6] (Chapter 2, § 6.2). Similar to the fractional integral, the fractional derivative in-
terpolates between identity and first-order derivative. To see this, consider fractional
derivatives of the function x(t) = t χ(0,∞)(t) in Figure 1, where χ(0,∞) is the unit function
vanishing on (−∞, 0]. Further details regarding fractional integrals and derivatives are
given, e.g., in [3–5] and especially for functions with unbounded domains in [6].

0 0.5 1 1.5 2
0

0.5

1

1.5

2

t

CDαx
α = 0.0
α = 0.2
α = 0.4
α = 0.6
α = 0.8
α = 1.0

Figure 1. Fractional Caputo derivative of the linear function x(t) = t χ(0,∞)(t) for various values of
α ∈ [0, 1].

In order to use fractional calculus in viscoelasticity, certain classes of fractional-order
differential equations have to be solved. For the applications in this article, we investigate
the type of problem

CDαx(t) = γx(t) + x0
CDαΘ(t) + δ, t ≥ 0,

x(t) = ϕ(t) :=
{

0, t < 0,
x0, t = 0,

(6)
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where Θ(t) is the Heaviside step function and γ, δ, x0 ∈ R, γ 6= 0. It represents a linear
functional equation with given initial function ϕ. By introducing the fractional Caputo
derivative with zero initialization time

CDα
0 x(t) =

∫ t

0

(t− τ)−α

Γ(1− α)
x′(τ)dτ, t ∈ [0, T] (7)

and using the relationship

CDαx(t) = CDα{x(t)− x0Θ(t)}+ CDα{x0Θ(t)} = CDα
0{x(t)− x0}+ x0

CDαΘ(t)

= CDα
0 x(t) + x0

CDαΘ(t),

the problem (6) can be rewritten as the fractional initial value problem

CDα
0 x(t) = γx(t) + δ, t ≥ 0,

x(0) = x0.
(8)

The solution of (8) contains the so-called one-parameter Mittag-Leffler function

Eα(t) =
∞

∑
k=0

tk

Γ(αk + 1)
, (9)

see [43] and is through [3] (Theorem 7.2) given by

x(t) = x0Eα(γtα) +
1
γ

∫ t

0
δ

d
dτ

Eα(γτα)dτ = x0Eα(γtα) +
δ

γ
[Eα(γτα)]t0

= x0Eα(γtα)− δ

γ
(1− Eα(γtα)) = x0 −

(
x0 +

δ

γ

)
(1− Eα(γtα)).

(10)

2.2. Infinite State Representation

An alternative description of fractional Liouville-Weyl integrals is given by the so-
called infinite state representation

Iαx(t) =
∫ ∞

0
µα(λ)Z(λ, t)dλ, t ≥ 0, (11a)

Ż(η, t) = x(t)− ηZ(η, t), η > 0, t ≥ 0, (11b)

Z(η, 0) =
∫ 0

−∞
eητx(τ)dτ, η > 0 (11c)

with infinite states Z(η, t) and the integration kernel

µα(η) =
sin(απ)

π
η−α (12)

as introduced in [19,20,24]. To see the correspondence between (1) and (11a), use (2), (12) and
the reflection formula [44] (Equation 1.2(6))

Γ(α)Γ(1− α) =
π

sin(απ)
, α ∈ (0, 1) (13)

to obtain
tα−1

Γ(α)
=

1
Γ(α)Γ(1− α)

∫ ∞

0
tα−1u−αe−udu =

∫ ∞

0
µα(λ)e−λtdλ, (14)
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where u = λt is substituted. One obtains (11a) by inserting (14) in (1), using Fubini’s
theorem and the solution of the differential equation (11b) with initial value (11c), viz.

Z(η, t) =
∫ t

−∞
e−η(t−τ)x(τ)dτ, η > 0, t ≥ 0 (15)

such that

Iαx(t) =
∫ t

−∞

∫ ∞

0
µα(λ)e−λ(t−τ)dλ x(τ)dτ =

∫ ∞

0
µα(λ)

∫ t

−∞
e−λ(t−τ)x(τ)dτ dλ =

∫ ∞

0
µα(λ)Z(λ, t)dλ. (16)

Accordingly, an infinite state representation of the fractional derivative CDα for α ∈
(0, 1) is given by

CDαx(t) = I1−α ẋ(t) =
∫ ∞

0
µ1−α(λ)z(λ, t)dλ, t ≥ 0, (17a)

ż(η, t) = ẋ(t)− ηz(η, t), η > 0, t ≥ 0, (17b)

z(η, 0) =
∫ 0

−∞
eητx′(τ)dτ, η > 0 (17c)

with infinite states z(η, t). The two kinds of infinite states are related by the following
equations, which may be obtained by using the solutions of the differential Equations (11b)
and (17b) with initial values (11c), (17c) and partial integration as

z(η, t) =
∫ t

−∞
e−η(t−τ)x′(τ)dτ = lim

a→−∞

[
e−η(t−τ)x(τ)

]t

a
− η

∫ t

−∞
e−η(t−τ)x(τ)dτ

= x(t)− ηZ(η, t) = Ż(η, t), η > 0, t ≥ 0,
(18)

whenever x is bounded.
The infinite state representation translates fractional integrals and derivatives to

integer-order at the cost of a continuum of state variables. Correspondingly, the history
of the function x is transferred to initial conditions of the infinite states (11c) and (17c).
The approximation of the improper integrals of infinite states (11a) and (17a) by sums
transforms fractional-order differential equations to ordinary differential equations or
differential algebraic equations and indicates a possible starting point for the formulation
of numerical schemes to solve fractional-order problems, see [41] (Section 3.2).

2.3. Reformulated Infinite State Representation

The reformulated infinite state representation is introduced as a rearrangement of (17a)
aiming for an improved numerical integration of infinite states. To obtain the reformulation,
the integrand in (17a) is expanded by the term λ2 + ω2 for a fixed ω > 0, which leads
together with (11b), (17b) and (18) to

CDαx(t) =
∫ ∞

0

µ1−α(λ)λ

λ2 + ω2 λz(λ, t)dλ + ω2
∫ ∞

0

µ1−α(λ)

λ2 + ω2 z(λ, t)dλ

=
∫ ∞

0

µ1−α(λ)λ

λ2 + ω2 dλ ẋ(t)−
∫ ∞

0

µ1−α(λ)λ

λ2 + ω2 ż(λ, t)dλ

+ ω2
∫ ∞

0

µ1−α(λ)

λ2 + ω2 dλ x(t)−ω2
∫ ∞

0

µ1−α(λ)λ

λ2 + ω2 Z(λ, t)dλ.

(19)

The terms in (19) can be simplified by using the following properties proven in [41,45,46].
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Proposition 1. For α ∈ (0, 1) and ω > 0, the identities

∫ ∞

0

µ1−α(λ)

λ2 + ω2 dλ = cos
(απ

2

)
ωα−2, (20)

∫ ∞

0

µ1−α(λ)λ

λ2 + ω2 dλ = sin
(απ

2

)
ωα−1 (21)

hold.

Consequently, (19) can be expressed as

CDαx(t) = sin
(απ

2

)
ωα−1 ẋ(t)−

∫ ∞

0

µ1−α(λ)λ

λ2 + ω2 ż(λ, t)dλ

+ cos
(απ

2

)
ωαx(t)−ω2

∫ ∞

0

µ1−α(λ)λ

λ2 + ω2 Z(λ, t)dλ.
(22)

The advantage of the reformulated infinite state representation (22) is the new kernel with
parameter ω > 0

Kω(α, η) :=
µ1−α(η)η

η2 + ω2 =
sin(απ)

π

ηα

η2 + ω2 , (23)

which is integrable in (0, ∞) and fulfills

lim
η→0

Kω(α, η) = lim
η→∞

Kω(α, η) = 0, α ∈ (0, 1). (24)

Hence, the improper integrals in (22) tend to be more accurately computable by quadrature
rules in comparison to the formulation (17a). Moreover, (22) contains only first-order
derivatives of x and the infinite states Z(η, ·) and z(η, ·), being key to the subsequent
numerical scheme, which is based on the solution of high-dimensional ODEs.

For a fixed value of α, the function Kω(α, ·) has a maximum at

ηmax =

√
α

2− α
ω. (25)

Hence, the position of ηmax may be adjusted by the magnitude of ω. In the following,
the abbreviation

K(α, ·) := Kω(α, ·)
is used, where ω fulfills

ω :=

√
2− α

α
⇔ ηmax = 1. (26)

2.4. Reformulated Infinite State Scheme

The key idea of the reformulated infinite state scheme (RISS) introduced in [41] is to
approximate the integrals of the infinite states Z and ż in (22) by sums of a finite number
of states

Zk,j , żk,j , k = 0, . . . , K− 1, j = 1, . . . , J (27)

performing a composite Gaussian quadrature

∫ ∞

0
K(α, λ)Z(λ, t)dλ ≈

K−1

∑
k=0

J

∑
j=1

K(α, ηk,j)Zk,j(t)wk,j ,

∫ ∞

0
K(α, λ)ż(λ, t)dλ ≈

K−1

∑
k=0

J

∑
j=1

K(α, ηk,j)żk,j(t)wk,j .

(28)
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We choose η0 = 0 and η1, . . . , ηK logarithmically equidistant in (0, ∞) and perform a
Gaussian quadrature in each interval (η0, η1), . . . , (ηK−1, ηK). Thereby, the shifted Gauss-
Legendre nodes

ηk,j =
ηk+1 − ηk

2
s(0,0)

j +
ηk + ηk+1

2
∈ (ηk, ηk+1), j = 1, . . . , J, k = 0, . . . , K− 1 (29)

and weights

wk,j =
ηk+1 − ηk

2
w(0,0)

j , j = 1, . . . , J, k = 0, . . . , K− 1 (30)

are related to the standard Gauss-Legendre nodes and weights

s(0,0)
j and w(0,0)

j , j = 1, . . . , J. (31)

To abbreviate, denote the infinite states as

Zk,j(t) := Z(ηk,j, t), żk,j(t) := ż(ηk,j, t), j = 1, . . . , J, k = 0, . . . , K− 1. (32)

Accordingly, in a differential equation (such as (6)), a fractional derivative CDαx(t), α ∈ (0, 1)
can be approximated with (22) and (28) as

CDαx(t) = sin
(απ

2

)
ωα−1 ẋ(t)−

K−1

∑
k=0

J

∑
j=1

K(α, ηk,j)żk,j(t)wk,j

+ cos
(απ

2

)
ωαx(t)−ω2

K−1

∑
k=0

J

∑
j=1

K(α, ηk,j)Zk,j(t)wk,j ,

(33)

together with

Żk,j(t) = x(t)− ηk,jZk,j(t),

żk,j(t) = ẋ(t)− ηk,jzk,j(t) j = 1, . . . , J, k = 0, . . . , K− 1,
(34)

related to (11b) and (17b). Hence, the originally fractional-order problem may be approxi-
mated by an ordinary differential equation, which together with (34) can be solved by a
standard ODE solver. Thereby, the initial function

x(t) = ϕ(t), t ≤ 0 (35)

of the original problem has to be translated to initial values Zk,j(0), zk,j(0) for the approxi-
mating ODE through

Zk,j(0) =
∫ 0

−∞
eηk,jτ ϕ(τ)dτ,

zk,j(0) =
∫ 0

−∞
eηk,jτ ϕ′(τ)dτ, j = 1, . . . , J, k = 0, . . . , K− 1.

(36)

A detailed description and further evaluation of the scheme RISS is given in [41].

3. Fractional Viscoelasticity
3.1. Introduction to Linear Viscoelasticity

The mechanical behavior of a deformable body is, aside from the general principles of
mechanics (i.e., equilibrium and compatibility equations), determined by a characteristic
material behavior specified by constitutive equations, which relate forces and deformations.
Assuming only small displacements of the body, forces and deformations can be described
by the Cauchy stress tensor σ and the infinitesimal strain tensor ε as defined in any textbook
on continuum mechanics [47]. The characteristic property of a viscoelastic constitutive
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equation is that stress at a certain time instant depends on the entire history of strain and
vice versa. Besides this memory hypothesis, three further assumptions lead to a quite
general viscoelastic constitutive equation. These assumptions are

• causality (no future stress resp. strain state can affect the current strain resp. stress state),
• linearity (the principle of superposition holds) and
• non-aging (the material behavior is independent of shifts in time).

The resulting viscoelastic constitutive equation is given by

εij(t) =
∫ t

−∞
Jijkl(t− τ)σ′kl(τ)dτ, (37)

see [48–50]. Here, the functions Jijkl are known as creep functions and describe the strain
increase of a material under an imposed unit step stress (given by the Heaviside function
Θ(t)). Particularly, from (37) follows by integrating the Dirac delta function

σkl(t) = σ0
klΘ(t) ⇒ εij(t) = σ0

kl Jijkl(t). (38)

An alternative representation of the constitutive law in terms of stress relaxation can be
obtained by reversing the roles of stress and strain in (37), see e.g., [48] (Chapter 1.2)

σij(t) =
∫ t

−∞
Gijkl(t− τ)ε′kl(τ)dτ. (39)

The functions Gijkl are denoted as relaxation functions and represent the stress response to
an imposed unit step strain, i.e.,

εkl(t) = ε0
klΘ(t) ⇒ σij(t) = ε0

klGijkl(t). (40)

The general tensorial constitutive equations (37) or (39) can be simplified by using
intrinsic symmetries of the stress and strain tensors as well as material symmetries. For the
applications in this article, we consider the most simple case of isotropic material behavior.
This leads to a description by only two remaining creep functions Jh and Jd such that

εh(t) =
∫ t

−∞
Jh(t− τ)σ′h(τ)dτ, (41)

εd(t) =
∫ t

−∞
Jd(t− τ)σ′d(τ)dτ, (42)

where
εh =

1
3

εii, σh =
1
3

σii,

εd = ε− εhI, σd = σ − σhI
(43)

are the hydrostatic (subscript h) and deviatoric (subscript d) components of the strain
tensor ε and the stress tensor σ, see [51] for a detailed derivation. Hence, (41) and (42) are
functional equations with two scalar and independent creep functions Jh and Jd, that fully
represent the isotropic constitutive law. An equivalent representation as (41) and (42) can
be given in terms of two independent relaxation functions Gh and Gd. In the following, we
will omit the subscripts h and d of the creep and relaxation functions when their general
properties are discussed.

From energy considerations and using the principle of fading memory [48] (Chapter 3),
one can obtain monotonicity conditions for creep and relaxation functions and their first
and second derivatives, i.e.,

J(t) ≥ 0, J̇(t) ≥ 0, J̈(t) ≤ 0, t ≥ 0,

G(t) ≥ 0, Ġ(t) ≤ 0, G̈(t) ≥ 0, t ≥ 0.
(44)
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Moreover, as we are interested in describing viscoelastic solids, we assume an initial elastic
material response, a finite asymptotic creep and a non-zero asymptotic relaxation such that

J(0) = J0 > 0, lim
t→∞

J(t) = J∞ < ∞,

G(0) = G0 < ∞, lim
t→∞

G(t) = G∞ > 0.
(45)

The most simple creep and relaxation functions that fulfill (44) and (45) are given by [48]
(Chapter 1.5)

J(t) = J0 + (J∞ − J0)
(

1− e−
t

τε

)
, 0 < J0 < J∞ < ∞, τε > 0, (46)

G(t) = G∞ + (G0 − G∞)e−
t

τσ , 0 < G∞ < G0 < ∞, τσ > 0, (47)

where τε and τσ are characteristic time quantities called retardation time and relaxation
time, respectively. They determine the time scale, in which creep and relaxation take place,
see Figure 2.

Figure 2. Creep and relaxation modeled by a single exponential function (Zener model).

As mechanistic idea, the creep function (46) and the relaxation function (47) are as-
sociated to a mechanical network model consisting of two springs (moduli E0, E1) and a
dashpot (viscosity η), named Zener model [52], see Figure 3. Connecting Hooke’s law for a
spring σ = Eε and Newton’s law for a dashpot σ = ηε̇, the Zener model is represented by
an ordinary differential equation [42]

E1σ(t) + ησ̇(t) = E0E1ε(t) + η(E0 + E1)ε̇(t). (48)
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Figure 3. Zener model.

It leads under the assumption of a unit step stress at t = 0 and the initial condition J(0) =
1

E0+E1
(representing the instantaneous elasticity of the springs), to the creep function representation

J(t) =
1

E0 + E1
+

E1

E0(E0 + E1)

(
1− e

− E0E1
η(E0+E1)

t
)

. (49)

Moreover, assuming an imposed unit step strain at t = 0 and the initial elasticity G(0) = E0 + E1,
the relaxation function

G(t) = E0 + E1e−
E1
η t (50)

can be obtained from (48). The representations (49) and (50) are equivalent to (46) and (47),
respectively, when defining the respective parameters by a comparison of coefficients.

The applicability of the Zener model to fit real material data is limited, as creep and
relaxation processes usually proceed over a large time range. A possible improvement is
given by the Prony series approach, considering several retardation and relaxation times
τε,i, τσ,i, i = 1, . . . , n, leading to creep and relaxation functions

J(t) = J0 +
n

∑
i=1

Ji

(
1− e

− t
τε,i

)
,

n

∑
i=1

Ji = J∞ − J0, (51)

G(t) = G∞ +
n

∑
i=1

Gie
− t

τσ,i ,
n

∑
i=1

Gi = G0 − G∞. (52)

However, creep and relaxation functions of the form (51) and (52) can only fit the experi-
mental creep and relaxation data in the measured time ranges and predict a fast decay of
creep or a fast relaxation outside the measured time span, which results in a cumbersome
extrapolation [1,2].

The most general representation of a viscoelastic constitutive law is obtained by
assuming a continuum of retardation and relaxation times leading to retardation and
relaxation spectra. For brevity, only the relaxation representation will be considered
subsequently. The continuous version of (52) is given by

G(t) = G∞ + (G0 − G∞)
∫ ∞

0
Rσ(τ)e−

t
τ dτ,

∫ ∞

0
Rσ(τ)dτ = 1, (53)

where Rσ denotes the relaxation spectrum in time, see [42,53]. An equivalent representation
in terms of the frequency λ = 1

τ is given by

G(t) = G∞ +
∫ ∞

0
Sσ(λ)e−λtdλ, (54)

where

Sσ(λ) := (G0 − G∞)
Rσ(

1
λ )

λ2 (55)

denotes the relaxation spectrum in frequency. A continuous relaxation spectrum is a
characteristic property of fractional viscoelastic models and related to (12) as will be shown
in the following section.

Whereas creep and relaxation functions are quantities that represent viscoelastic
material behavior under static deformation or loading conditions in the time domain,
there are also quantities that describe the dynamic properties in the frequency domain,
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named the complex compliance and the complex modulus. These quantities determine
the response of a linear viscoelastic model to an oscillatory input and will later be used to
link the reformulated infinite state representation to fractional viscoelasticity. Particularly,
consider the complex modulus E∗, which relates the stress σ̂(t) to an oscillatory strain
ε̂(t) = eiωt. Together with the one-dimensional version of (39) and the decomposition

G(t) = G∞ + Ĝ(t), (56)

one obtains the representation

σ̂(t) = E∗(iω)ε̂(t),

E∗(iω) = G∞ + iω
∫ ∞

0
Ĝ(s)e−iωsds = G∞ + iωL

{
Ĝ
}
(iω),

(57)

in terms of the Laplace transform L of Ĝ. Thereby, E∗ can be separated into real and
imaginary part

E∗(iω) = E∗1 (ω) + iE∗2 (ω),

E∗1 (ω) = G∞ + ω
∫ ∞

0
Ĝ(s) sin(ωs)ds, E∗2 (ω) = ω

∫ ∞

0
Ĝ(s) cos(ωs)ds.

(58)

The quantities E∗1 and E∗2 are sometimes referred to as storage and loss modulus, respec-
tively, see [48] (Chapter 1.6) and [50] (Chapter 3). This terminology becomes clear by using
(58) in (57) such that

σ̂(t) = E∗1 (ω)ε̂(t) +
E∗2 (ω)

ω
˙̂ε(t). (59)

The complex modulus can alternatively be given in terms of the relaxation spectrum.
Substituting (54) in (58), interchanging integrals and using the Laplace transforms of sine
and cosine, see [54], leads to

E∗1 (ω) = G∞ + ω2
∫ ∞

0

Sσ(λ)

λ2 + ω2 dλ, (60)

E∗2 (ω) = ω
∫ ∞

0

Sσ(λ)λ

λ2 + ω2 dλ, (61)

as given in [53] (Chapter V.3).

3.2. Fractional Zener Model

Fractional calculus has been used by several authors in the thirties and forties of the
last century as an empirical method to describe viscoelastic material behavior, see the
references in [42] (Chapter 3). Particularly in [8], a fractional derivative was introduced
to model intermediate material behavior interpolating between Hooke and Newton’s law.
Later in [13], fractional derivatives have been related to a new rheological element to be
used in mechanical network models besides spring and dashpot, named springpot and
depicted with a rhombus as symbol, see Figure 4. (Originally, the spelling “spring-pot”
was used in [13]. We prefer an unhyphenated notation.) The springpot can be expressed in
terms of different viscoelastic quantities. First, consider its slowly increasing creep function

J(t) =
1
p

tα

Γ(1 + α)
(62)

with parameters p > 0 and α ∈ (0, 1). Comparing (37) and (3), one can see as in [42] (Chapter 3),
that (62) leads to a (one-dimensional) constitutive law

ε(t) =
1
p

Iασ(t), (63)
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which is in view of (5) equivalent to

σ(t) = pCDαε(t). (64)

Moreover, the representations (39) and (64) reveal the associated relaxation function

G(t) = p
t−α

Γ(1− α)
. (65)

Using the infinite state representation (17) of (64), the relaxation spectrum of the springpot
results with the help of (54) as

Sσ(λ) = pµ1−α(λ). (66)

The complex modulus of the springpot is obtained by substituting (66) in (60) and (61) such
that the storage and loss moduli are given by

E∗1 (ω) = ω2
∫ ∞

0

pµ1−α(λ)

λ2 + ω2 = p cos
(απ

2

)
ωα, (67)

E∗2 (ω) = ω
∫ ∞

0

pµ1−α(λ)λ

λ2 + ω2 = p sin
(απ

2

)
ωα, (68)

where the expressions on the right-hand side result from Proposition 1. Hence, the storage and
loss moduli of the springpot reappear in the reformulated infinite state representation (22).
Particularly, the constitutive law (64) can be described by

σ(t) = pCDαε(t) = E∗1 (ω)ε(t) +
E∗2 (ω)

ω
ε̇(t)− p

∫ ∞

0
Kω(α, λ)(ω2Z(λ, t) + ż(λ, t))dλ

Ż(η, t) = ε(t)− ηZ(η, t),

ż(η, t) = ε̇(t)− ηz(η, t),

(69)

where E∗1 and E∗2 are assumed to fulfill (67) and (68).
A springpot is the basic rheological element in fractional viscoelasticity. However,

it is not sufficient to describe a viscoelastic solid, because (62) fulfills (44) but not (45).
As generalization of the classical Zener model, one can consider a spring (modulus E0) in
parallel to a springpot (parameters p, α) with another spring (modulus E1) in series, which
is known as fractional Zener model [42], see Figure 4.

Figure 4. Springpot (left) and fractional Zener model (right).

The system is similar to (48) described by the functional equation

E1σ(t) + pCDασ(t) = E0E1ε(t) + p(E0 + E1)
CDαε(t). (70)

A unit step stress at t = 0 and the initial condition J(0) = 1
E0+E1

translates (70) to the problem

CDα J(t) = − E0E1

p(E0 + E1)
J(t) +

1
E0 + E1

CDαΘ(t) +
E1

p(E0 + E1)
, t ≥ 0,

J(t) =

{
0, t < 0,

1
E0+E1

, t = 0,

(71)
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of the form (6). Applying the solution (10) of (6) to (71) leads to the creep function

J(t) =
1

E0 + E1
+

E1

E0(E0 + E1)

(
1− Eα

(
− E0E1

p(E0 + E1)
tα

))
. (72)

The relaxation function results from (70) similar to (47) as

G(t) = E0 + E1Eα

(
−E1

p
tα

)
. (73)

The creep behavior according to (72) is shown in Figure 5.

10−8 10−4 100 104 108

1

1.2

1.5

2

t[d]

J[
1

G
Pa

]

α = 0.2
α = 0.4
α = 0.6
α = 0.8
α = 1.0

Figure 5. Creep function of a fractional Zener model for E0 = E1 = 0.5 GPa, p = 0.25 GPa · dα and
various values of α ∈ (0, 1).

The limit case α→ 1 results in the classical Zener model (49), which shows creep on a
small time range, whereas smaller values of α ∈ (0, 1) lead to an extended time window of
creep. Comparing (46) with (72), one obtains a generalized retardation time

τε =

(
p(E0 + E1)

E0E1

) 1
α

, (74)

which again determines the characteristic time scale on which creep occurs. Similarly, by
comparison with (47), the relaxation time is given by

τσ =

(
p

E1

) 1
α

. (75)

More general fractional viscoelastic models can similar as (51) and (52) be formulated as

J(t) = J0 +
n

∑
i=1

Ji(1− Eαi(−γσ,itαi )),
n

∑
i=1

Ji = J∞ − J0 , (76)

G(t) = G∞ +
n

∑
i=1

GiEαi(−γσ,itαi ),
n

∑
i=1

Gi = G0 − G∞ . (77)

4. Finite Element Method

In order to describe the viscoelastic material behavior of an arbitrary structure by a
fractional constitutive law, the above models have to be implemented in the finite element
method. The formulation below, being the main result of this paper, uses the reformulated
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infinite state representation and the RISS scheme. It is generally applicable to (possibly
nonlinear) fractional viscoelastic models. In the following, the method is demonstrated for
a fractional Zener model.

4.1. Formulation of the Fractional Zener Model for a 3D Continuum

As starting point, consider once again a (one-dimensional) fractional Zener model
(Figure 6) as introduced in Section 3.2.

Figure 6. Fractional Zener model.

An equivalent description of (70) is given by the equations

σ(x, t) = (E0 + E1)ε(x, t)− E1εf(x, t), (78a)

p CDαεf(x, t) = E1(ε(x, t)− εf(x, t)), (78b)

where the internal variable εf denotes the strain of the springpot in Figure 6. This repre-
sentation complies with the state variables approach for classical viscoelastic constitutive
laws introduced in [49] (Chapter VII) and [55] (Chapters 3 and 9) or the internal variable
model in [35] (Chapter 10). In the formulation (78a) and (78b), the position dependence
of stress and strain is explicitly taken into consideration. Thus, the model parameters
are assumed to be independent of the position variable x, i.e., a homogeneous material is
considered. Furthermore, substitution of the reformulated infinite state representation (22)
of the fractional derivative of εf in (78b) yields

σ(x, t) = (E0 + E1)ε(x, t)− E1εf(x, t), (79a)

p sin
(απ

2

)
ωα−1 ε̇f(x, t)− p

∫ ∞

0
K(α, λ)ż(λ, x, t)dλ

= E1ε(x, t)−
(

E1 + p cos
(απ

2

)
ωα
)

εf(x, t) + pω2
∫ ∞

0
K(α, λ)Z(λ, x, t)dλ, (79b)

Ż(η, x, t) = εf(x, t)− ηZ(η, x, t), (79c)

ż(η, x, t) = ε̇f(x, t)− ηz(η, x, t). (79d)

For the three-dimensional isotropic case, we assume a fractional Zener model (79a)–(79d)
for both the hydrostatic and deviatoric components. To formulate the associated relations,
we use the Cauchy stress tensor

σ̃ =
[
σxx σyy σzz σxy σyz σzx

]T (80)

and the linear strain tensor

ε̃ =
[
εxx εyy εzz γxy γyz γzx

]T (81)

in Voigt notation. The separation in hydrostatic and deviatoric parts is, equivalent to (43),
given by

σ̃ = σ̃h + σ̃d = Thσ̃ + Tdσ̃,

ε̃ = ε̃h + ε̃d = Thε̃ + Tdε̃
(82)
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with the matrices

Th =




1
3

1
3

1
3 0 0 0

1
3

1
3

1
3 0 0 0

1
3

1
3

1
3 0 0 0

0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0




, Td =




2
3 − 1

3 − 1
3 0 0 0

− 1
3

2
3 − 1

3 0 0 0

− 1
3 − 1

3
2
3 0 0 0

0 0 0 1 0 0
0 0 0 0 1 0
0 0 0 0 0 1




, (83)

as introduced in [2]. Finally, adding up the hydrostatic and deviatoric versions of (79a)–(79d)
results using (82) in the constitutive law

σ̃(x, t) = ((E0,h + E1,h)Th + (E0,d + E1,d)Td)ε̃(x, t)− (E1,hTh + E1,dTd)ε̃f(x, t), (84a)
(

ph sin
(αhπ

2

)
ω

αh−1
h Th + pd sin

(αdπ

2

)
ω

αd−1
d Td

)
˙̃εf(x, t)−

∫ ∞

0
(phK(αh, λ)Th + pdK(αd, λ)Td) ˙̃z(λ, x, t)dλ

= (E1,hTh + E1,dTd)ε̃(x, t)−
((

E1,h + ph cos
(αhπ

2

)
ω

αh
h

)
Th (84b)

+
(

E1,d + pd cos
(αdπ

2

)
ω

αd
d

)
Td

)
ε̃f(x, t) +

∫ ∞

0

(
phω2

hK(αh, λ)Th + pdω2
dK(αd, λ)Td

)
Z̃(λ, x, t)dλ,

˙̃Z(η, x, t) = ε̃f(x, t)− ηZ̃(η, x, t), (84c)
˙̃z(η, x, t) = ˙̃εf(x, t)− ηz̃(η, x, t). (84d)

4.2. FEM Formulation

The equilibrium equations for a deformable body represented by a spatial domain
Ω ⊂ R3 can be formulated in terms of the displacement field

u = u(x, t) = (ux uy uz)
T(x, t) (85)

being kinematically related to the linear strain ε. In case of a Cartesian coordinate system,
the strain-displacement relation is given by

εxx =
∂ux

∂x
(x, t), εyy =

∂uy

∂y
(x, t), εzz =

∂uz

∂z
(x, t), γxy =

∂ux

∂y
(x, t) +

∂uy

∂x
(x, t),

γyz =
∂uy

∂z
(x, t) +

∂uz

∂y
(x, t), γzx =

∂uz

∂x
(x, t) +

∂ux

∂z
(x, t).

(86)

The principle of virtual work

0 = δWdyn + δWint + δWext (87)

including the virtual work of inertia δWdyn, of internal forces δWint and of external forces
δWext yields the equation

0 = −
∫

Ω
δuT(x, t)ρ(x)ü(x, t)dV −

∫

Ω
δε̃T(x, t)σ̃(x, t)dV

+
∫

Ω
δuT(x, t)b(x, t)dV +

∫

∂Ω
δuT(x, t)t(x, t)dA,

(88)

which is valid for all smooth virtual displacement fields δu. Herein, ρ is the (volumetric)
mass density in Ω, b is the volume density of external forces in Ω and t is the surface
density of external forces on the boundary ∂Ω. For the displacement field u, we consider a
finite element discretization

u(x, t) = H(x)v(t), (89)
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where the matrix H contains the chosen shape functions and v the associated nodal dis-
placements. Furthermore, the linear strain field is discretized as

ε̃(x, t) = B(x)v(t), (90)

where the matrix B contains spatial derivatives of the shape functions used in H according
to a strain-displacement relation such as (86). Furthermore, similar relations are assumed
for the internal variables ε̃f, Z̃ and z̃ in the form

ε̃f(x, t) = B(x)vf(t), Z̃(η, x, t) = B(x)Z(η, t), z̃(η, x, t) = B(x)z(η, t) (91)

with generalized internal nodal displacement variables vf, Z and z. Using (89) and (90) in
the principle of virtual work (88) results in

0 = δvT(t)

[
−
∫

Ω
ρ(x)HT(x)H(x)dVv̈(t)−

∫

Ω
BT(x)σ̃(x, t)dV

+
∫

Ω
HT(x)b(x, t)dV +

∫

∂Ω
HT(x)t(x, t)dA

]
for all δv.

(92)

Hence, inserting the constitutive law (84a) in (92) leads to the equations of motion

Mv̈(t) + Kv(t)−Cvf(t) = f(t), (93)

where

M =
∫

Ω
ρ(x)HT(x)H(x)dV, (94)

K = (E0,h + E1,h)Qh + (E0,d + E1,d)Qd , (95)

C = E1,hQh + E1,dQd , (96)

f(t) =
∫

Ω
HT(x)b(x, t)dV +

∫

∂Ω
HT(x)t(x, t)dA (97)

and the generalized system matrices

Qh :=
∫

Ω
BT(x)ThB(x)dV, Qd :=

∫

Ω
BT(x)TdB(x)dV (98)

have been introduced. Thereby, (94) and (95) are the classical mass and stiffness matrices,
respectively and (97) is the generalized external force vector. In addition to these quantities,
which are typical in FEM, the expression (96) represents a generalized system matrix
expressing the influence of the internal states. Furthermore, multiplication of the differential
equations (84b), (84c) and (84d) by BT, using (91) and integration leads to

(
ph sin

(αhπ

2

)
ω

αh−1
h Qh + pd sin

(αdπ

2

)
ω

αd−1
d Qd

)
v̇f(t)−

∫ ∞

0
(phK(αh, λ)Qh + pdK(αd, λ)Qd)ż(λ, t)dλ

= (E1,hQh + E1,dQd)v(t)−
((

E1,h + ph cos
(αhπ

2

)
ω

αh
h

)
Qh (99a)

+
(

E1,d + pd cos
(αdπ

2

)
ω

αd
d

)
Qd

)
vf(t) +

∫ ∞

0

(
phω2

hK(αh, λ)Qh + pdω2
dK(αd, λ)Qd

)
Z(λ, t)dλ,

Ż(η, t) = vf(t)− ηZ(η, t), (99b)

ż(η, t) = v̇f(t)− ηz(η, t). (99c)

The equations of motion (93) together with (99a)–(99c) represent a reformulated sys-
tem of FODEs, which can be solved numerically, given initial and boundary conditions.
The states of the system include the nodal displacements v as well as internal states vf and
infinite states Z, z.
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4.3. Numerical Implementation

As (93) and (99a)–(99c) result from a fractional-order differential equation, the scheme
RISS can be used to solve associated initial and and boundary value problems. Therefore,
the Equations (99a)–(99c) are approximated using (33) as

(
ph sin

(αhπ

2

)
ωαh−1

h Qh + pd sin
(αdπ

2

)
ωαd−1

d Qd

)
v̇f(t)−

K−1

∑
k=0

J

∑
j=1

(
phK(αh, ηk,j)Qh + pdK(αd, ηk,j)Qd

)
żk,j(t)wk,j

= (E1,hQh + E1,dQd)v(t)−
((

E1,h + ph cos
(αhπ

2

)
ωαh

h

)
Qh (100a)

+
(

E1,d + pd cos
(αdπ

2

)
ωαd

d

)
Qd

)
vf(t) +

K−1

∑
k=0

J

∑
j=1

(
phω2

hK(αh, ηk,j)Qh + pdω2
dK(αd, ηk,j)Qd

)
Zk,j(t)wk,j ,

Żk,j(t) = vf(t)− ηk,jZk,j(t), (100b)

żk,j(t) = v̇f(t)− ηk,jzk,j(t). (100c)

The integration of (93) and (100a)–(100c) can be performed as described in Section 2.4.
The following fundamental benchmark examples demonstrate the application of the
method and have closed form exact solutions, allowing for a proper error analysis.

Example 1. Consider the one-dimensional example of a two-node rod element of length l and cross
sectional area A that is fixed at one end and loaded by a constant force F at initial time t = 0 at the
other end, see Figure 7. For this simple case, the quantities of stress (80) and strain (81) become
scalar and the finite element scheme can be derived directly from (79a)–(79d).

Figure 7. Fractional viscoelastic rod (left) described as a two-node one-dimensional finite element (right).

For the FEM discretization, we consider linear shape functions such that

H(x) =
[
1− x

l
x
l
]
, B(x) =

[
− 1

l
1
l

]
, v(t) =

[
v1(t) v2(t)

]T, (101)

where v1 and v2 represent the displacement of left and right node, respectively. Neglecting inertia
effects, (93) and (99a)–(99c) can be formulated for the given case as

(E0+E1)A
∫ l

0
BT(x)B(x)dx v(t)− E1 A

∫ l

0
BT(x)B(x)dx vf(t) = [ f1 FΘ(t)]T, (102a)

p sin
(απ

2

)
ωα−1v̇f(t)− p

∫ ∞

0
K(α, λ)ż(λ, t)dλ

= E1v(t)−
(

E1 + p cos
(απ

2

)
ωα
)

vf(t) + pω2
∫ ∞

0
K(α, λ)Z(λ, t)dλ, (102b)

Ż(η, t) = vf(t)− ηZ(η, t), (102c)

ż(η, t) = v̇f(t)− ηz(η, t). (102d)

The numerical solution of (102a)–(102d) is carried out using the scheme RISS with quadrature parameters

J = 10, K = 25, η1 = 10−5, ηK = 105,

ηk = η1

(
ηK
η1

) k−1
K−1

, k = 2, . . . , K− 1.

As boundary conditions, the clamped left-hand side is considered, i.e., v1 = 0, and the force F acting
on the right-hand side of the rod. Furthermore, the rod is assumed to be fully relaxed initially such
that all system states fulfill zero initial conditions.
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The numerical solution can be evaluated by the closed form solution resulting from the creep
function of the fractional Zener model. In view of the spatially constant unit-step stress field

σ(x, t) =
F
A

Θ(t), x ∈ (0, l) (103)

and the creep function J from (72), one obtains

v2(t) = u(x = l, t) = ε(l, t)l =
F
A

lJ(t)

=
F
A

l
E0 + E1

(
1 +

E1

E0

(
1− Eα

(
− E0E1

p(E0 + E1)
tα

)))
, t ≥ 0.

The relative error ∆ over time t between numerical and closed form solution for various values of α is
shown in Figure 8. Therein, the Mittag-Leffler function has been computed as proposed in [56–58].

0 5 10 15 20
10−9

10−7

10−5

10−3

10−1

t

∆

α = 0.1 α = 0.3
α = 0.5 α = 0.7
α = 0.9

Figure 8. Relative error of the numerical solution of (102a)–(102d) using (101).

Example 2. As a second benchmark problem, a quadratic plate is modeled as a two-dimensional
finite element under plane strain conditions (Figure 9). Accordingly, a reduced strain state

ε̃ =
[
εxx εyy γxy

]T, (104)

is considered resulting in a reduced stress state

σ̃ =
[
σxx σyy σxy

]T. (105)

Thereby, the stress σzz in normal direction does not vanish but may be expressed depending on
the plane stress variables in (105). A finite element discretization can be given by

H(x, y) =
[

h1 0 h2 0 h3 0 h4 0
0 h1 0 h2 0 h3 0 h4

]
(x, y),

B(x, y) =

[
∂

∂x 0 ∂
∂y

0 ∂
∂y

∂
∂x

]T

H(x, y),

v(t) =
[
v1x v1y v2x v2y v3x v3y v4x v4y

]T

(106)

with displacements v1x, . . . , v4y in axial directions of the reference frame for the four nodes and
bilinear shape functions

h1(x, y) =
1
4
(1 + x)(1 + y), h2(x, y) =

1
4
(1− x)(1 + y),

h3(x, y) =
1
4
(1− x)(1− y), h4(x, y) =

1
4
(1 + x)(1− y).

(107)
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Furthermore, in order to obtain a closed form solution of the problem, we consider boundary
conditions such that a purely deviatoric deformation occurs. In particular, nodes 3 and 4 on the
bottom are clamped, nodes 1 and 2 are fixed in y-direction and there is a constant distributed shear
loading τ in x-direction on the face between nodes 1 and 2 applied as a step function at time t = 0.
This leads to an external force vector

f =
[

f1x f1y f2x f2y f3x f3y f4x f4y
]T, (108)

with the components according to (97),

f1x(t) =
∫ 1

−1
h1(x, 1)τΘ(t)dx = τΘ(t), f2x(t) =

∫ 1

−1
h2(x, 1)τΘ(t)dx = τΘ(t). (109)

Again, neglecting inertia, (93) and (99a)–(99c) can be formulated as

(E0,d + E1,d)Qdv(t)− E1,dQdvf(t) = f(t), (110a)

pd sin
(αdπ

2

)
ω

αd−1
d v̇f(t)− pd

∫ ∞

0
K(αd, λ)ż(λ, t)dλ (110b)

= E1,dv(t)−
(

E1,d + pd cos
(αdπ

2

)
ω

αd
d

)
vf(t) + pdω2

d

∫ ∞

0
K(αd, λ)Z(λ, t)dλ,

Ż(η, t) = vf(t)− ηZ(η, t), (110c)

ż(η, t) = v̇f(t)− ηz(η, t), (110d)

where Qd is computed as in (98) with a reduced matrix

Td =




2
3 − 1

3 0

− 1
3

2
3 0

0 0 1


. (111)

Note that the parameters of the hydrostatic part of the constitutive law may be neglected due to the
purely deviatoric deformation. Inserting the displacement boundary conditions v1y = v2y = v3x =
v3y = v4x = v4y = 0, one can solve (110a)–(110d) for v1x and v2x.

Figure 9. Fractional viscoelastic plate element in undeformed (left) and deformed configuration (right).

Moreover, a closed form solution can be obtained from the spatially constant stress bound-
ary condition

σxy(x, 1, t) = τΘ(t), x ∈ (−1, 1) (112)
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and a deviatoric creep function Jd similar as in (72). The resulting nodal displacement is given by

v1x(t) = v2x(t) = 2γxy(x, 1, t) = 2τ Jd(t)

=
2τ

E0,d + E1,d

(
1 +

E1,d

E0,d

(
1− Eαd

(
− E0,dE1,d

pd(E0,d + E1,d)
tαd

)))
, t ≥ 0.

The relative error ∆ over time t between the numerical and the closed form solution is depicted in
Figure 10.

0 5 10 15 20
10−9

10−7

10−5

10−3

10−1

t

∆

α = 0.1 α = 0.3
α = 0.5 α = 0.7
α = 0.9

Figure 10. Relative error of the numerical solution of (110a)–(110d) using (106).

5. Discussion

In Section 4, we have proposed and tested an implementation of the fractional Zener
model in the finite element method using the reformulated infinite state scheme (RISS).
The theoretical basis and motivation for fractional constitutive models is given in Section 3.
In particular, it has been shown how the (reformulated) infinite state representation can be
interpreted in terms of viscoelastic quantities of the springpot.

In contrast to most of the existing schemes, the method in Section 4 is not based on
a Grünwald-Letnikov formulation but uses the infinite state scheme RISS. Accordingly,
the histories of stress and strain magnitudes do not have to be stored and used in ev-
ery computational step but are implicitly given in terms of the internal infinite states.
The scheme, although given for a fractional Zener model, can be generalized for any other
fractional constitutive law. The fractional Zener model has been chosen to evaluate the
method, as it is the most simple fractional model of a viscoelastic solid with known creep
and relaxation functions in closed form. So far, the method has been applied to simple
benchmark problems for one- and two-dimensional finite elements, showing very small
errors. An application to more complex problems and different element types and loading
conditions are necessary in the future to further evaluate the scheme. Moreover, a compari-
son of the method to other common FEM formulations using infinite state schemes such
as [38,39] should be performed.
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