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A B S T R A C T

This paper introduces a family of Lobatto IIIA-IIIB methods for simulating mechanical systems
with frictional contact. These methods extend the existing schemes by addressing both bilateral
and unilateral constraints, as well as set-valued Coulomb friction. The Lobatto IIIA-IIIB methods
presented in this paper make a substantial contribution to the ongoing endeavor of developing
event-capturing versions of high-order schemes.

By stating a generalized version of the principle of virtual action for nonsmooth mechanical
systems, the integrators are derived from an appropriate discretization of it. The discrete contact
laws are found by discretizing the impenetrabilty condition as well as the Newton-type frictional
impact laws in an event-capturing way. The presented discrete contact laws exhibit no contact
penetration and satisfy the involved unilateral constraints both on position and on velocity
level. This behavior is showcased using benchmark examples.

. Introduction

Variational integrators are well-suited for the simulation of (bilaterally) constrained mechanical systems due to several key
dvantages they offer, see [1]. Their good long-term energetic consistency, which bears on their symplecticity, helps to maintain
he accuracy and stability of the simulation over long time periods. By their geometric nature, variational integrators are able to
ccurately preserve bilateral constraints on both position and velocity level. Moreover, variational integrators with high orders of
ccuracy have been developed. A very prominent example is the family of Lobatto IIIA-IIIB methods, which, depending on the
umber of stages 𝑠, are convergent with order 2𝑠 − 2, see [2,3].

In this paper, we present a family of Lobatto IIIA-IIIB methods for the simulation of mechanical systems with frictional contact.
n addition to bilateral constraints, the presented methods can cope with unilateral constraints and set-valued Coulomb friction,
hich are the two main ingredients for the description of frictional contact. Hence, the presented Lobatto IIIA-IIIB methods are an
xtension of the existing ones.

It is well known that the dynamics of multibody systems with frictional contact is nonsmooth, i.e., these systems can for
xample exhibit velocity jumps due to impacts whenever a unilateral constraint becomes active, see [4–6]. For the numerical
imulation of nonsmooth mechanical systems, two classes of schemes can be distinguished, namely the event-driven and the event-
apturing schemes, confer [7] for an overview. The distinguishing property of event-driven schemes is that they accurately resolve
very discontinuity point, i.e., every time instant at which for example a slip-stick transition or an impact occurs is precisely
etermined, see for example [8,9]. In contrast, the event-capturing schemes approximate all discontinuities occurring within a time
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step qualitatively, e.g., [6,10,11]. Accurately resolving every single discontinuity point is computationally very expensive, especially
if the system’s dynamics exhibits a large number of discontinuities. This is typically the case for engineering systems, since they
have many possible contact points. There are even cases where the dynamics shows an accumulation point, i.e., an infinite number
of discontinuities occurring in a finite interval of time. It is immediately clear that an event-driven scheme will not be able to
overcome such an accumulation point. It is the major advantage of event-capturing schemes that they can overcome accumulation
points and that they can efficiently simulate motions with many discontinuities. The presented Lobatto IIIA-IIIB methods are all
event-capturing and hence have this beneficial property.

There has been a big endeavor to develop event-capturing versions of schemes with order higher than one. For example
onsmooth versions of the generalized-𝛼 scheme [12,13] or of the RATTLE scheme [14], which are both event-capturing extensions

of second-order schemes, have been devised. A family of nonsmooth variants of high-order schemes, i.e., with orders higher than
two, were presented in [15]. All mentioned schemes, are nonsmooth versions of schemes with orders that are higher than one. For
these, it is well known that the event-capturing way of discretizing the contact laws leads to schemes that are only convergent of
order one for motions with discontinuities. However, for motions with persistent contact, the higher order of the original method
is retrieved, see [15].

The presented Lobatto IIIA-IIIB schemes are a substantial contribution to the endeavor of developing event-capturing versions of
high order schemes, as they cover a complete family of 𝑠-stage schemes of arbitrary high order, i.e., of order 2𝑠 − 2. Moreover,
the presented schemes can cope with both bilateral constraints on position and velocity level, and hence with holonomic and
nonholonomic constraints. In contrast, [15] only includes position level constraints. For the derivation of the schemes, we have
generalized the principle of virtual action presented in [10] such that the dynamics of the system is described in terms of the
generalized coordinates, the velocities and the momenta as independent variables. This principle of virtual action serves as the
starting point for the discretization. In a first step, as it is usual for variational integrators, a discrete version of the principle of
virtual action is derived. The time-stepping scheme then results as the necessary and sufficient conditions of the discrete principle
of virtual action. Finally, the contact laws are discretized in an event-capturing manner. For that, we capitalized on the particular
structure of the Butcher tableau of the Lobatto IIIB scheme. The developed discrete contact law numerically satisfies the unilateral
constraints on position and velocity level and fulfills a Newton-type impact law in an integral way over the whole time step. Hence,
the presented family of Lobatto schemes do not exhibit contact penetration, i.e., the presented schemes do not show unilateral
(and bilateral) constraint drift. Moreover, the presented discrete contact law is consistent with the discretization of the bilateral
constraints. This implies that for motions where the contact is always closed, e.g., rolling wheels in vehicle dynamics simulations,
the convergence rate 2𝑠−2 is retrieved. As all event-capturing schemes, also the presented schemes exhibit the drop in convergence
order for motions with discontinuities. This behavior is showcased in the last numerical example of this paper.

The paper is organized as follows. In Section 2, the mathematical framework for the description of nonsmooth motion arising
due to the velocity jumps is introduced. The subsequent Section 3 briefly revises the mechanics of systems with frictional contact
in continuous time and introduces the principle of virtual action. In Section 4, the family of Lobatto IIIA/IIB schemes is derived.
Section 5 summarizes the scheme and concisely contains all the information needed for the implementation. To validate the schemes
numerically, several benchmark examples are studied in Section 6. Concluding remarks can be found in Section 7.

2. Nonsmooth functions and the differential measure

This section is meant as a brief summary of the mathematical properties of special functions of locally bounded variations (SLBV
functions) and sets the notation used within this paper. For a more complete treatise of this topic, we refer the reader to Chapter 4
in [4] as well as to [16].

Let 𝒙 ∶ R → R𝑛 be a function of locally bounded variation. It is well known, see [16], that at each discontinuity point 𝑡𝑖 of 𝒙 the
right limit 𝒙+(𝑡𝑖) and the left limit 𝒙−(𝑡𝑖) exist. Moreover, the derivative 𝒙̇ of 𝒙 exists almost everywhere (a.e.). A function of locally
bounded variation can be decomposed as 𝒙 = 𝒙𝐴 + 𝒙𝐶 + 𝒙𝑆 , where 𝒙𝐴 is absolutely continuous, 𝒙𝐶 is a piecewise constant function

ith a countable set of discontinuities, and 𝒙𝑆 is a singular function (a continuous function with 𝒙̇𝑆 = 0 almost everywhere, e.g., the
antor function). This decomposition is unique up to an additive constant. As introduced by [17], the special functions of locally
ounded variations are defined as functions of locally bounded variations with no singular part, i.e., as the subspace defined by
𝑆 = 0. Finally, the (Riemann–Stieltjes) integral can be associated to 𝒙 and has the property

𝒙+(𝑡𝑟) − 𝒙−(𝑡𝑙) = ∫[𝑡𝑙 ,𝑡𝑟]
d𝒙, (1)

here d𝒙 is called the differential measure of 𝒙. For any continuously differentiable function 𝒚 ∶ R → R𝑛, the integration by parts
ormula

∫[𝑡𝑙 ,𝑡𝑟]
𝒙T𝒚̇ d𝑡 = −∫[𝑡𝑙 ,𝑡𝑟]

𝒚Td𝒙 + 𝒙+(𝑡𝑟)𝒚(𝑡𝑟) − 𝒙−(𝑡𝑙)𝒚(𝑡𝑙) (2)

is a consequence of Corollary 11.4 in [16].
Let 𝒙 = {𝑡1, 𝑡2,…} be the set of discontinuity points of a SLBV function 𝒙, then the differential measure of 𝒙 is

d𝒙 = 𝒙̇ d𝑡 +
∑

[𝒙+ − 𝒙−]d𝛿𝑡𝑖 , (3)
2

𝑡𝑖∈𝒙
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where d𝑡 is the Lebesgue measure on R and d𝛿𝑡𝑖 is the Dirac point measure at 𝑡𝑖. It is sometimes useful to introduce the measure d𝜇
nd the density 𝒙′ of 𝒙 as

d𝒙 = 𝒙′ d𝜇 with d𝜇 = d𝑡 +
∑

𝑡𝑖∈𝒙

d𝛿𝑡𝑖 . (4)

t follows from the comparison of (3) with (4) that 𝒙′ = 𝒙̇ almost everywhere and 𝒙′ = 𝒙+ − 𝒙− at the discontinuity points of 𝒙.

. Mechanical systems with frictional contact

For all times 𝑡, let 𝒒(𝑡) ∈ R𝑛𝑞 denote the generalized coordinates of a finite-dimensional mechanical system. Since the velocity of
he system may jump due to impacts, the generalized velocity 𝒗 is assumed to be an SLBV function. The positions and the velocities
re linked by the kinematic equation

d𝒒 = 𝒗 d𝑡 ⟺ 𝒒̇ = 𝒗 a.e. (5)

et 𝐿(𝑡, 𝒒, 𝒗) = 𝑇 (𝑡, 𝒒, 𝒗) − 𝑉 (𝑡, 𝒒) be the Lagrangian of the system, which is defined as the difference between the system’s kinetic
nergy 𝑇 and its potential energy 𝑉 . With that, the generalized momentum of the system is defined as

𝝅(𝑡) =
( 𝜕𝐿
𝜕𝒗

)T
(𝑡, 𝒒(𝑡), 𝒗(𝑡)), (6)

which inherits the jump discontinuities of the velocity and is therefore an SLBV function. The equations of motion of a mechanical
system with frictional contact take the form of an equality of measures and links the change in momentum to the forces acting on
the system:

d𝝅 −
(

𝜕𝐿
𝜕𝒒

)T

d𝑡 = 𝒇 d𝑡 +𝑾 d𝑷 . (7)

Herein, 𝑾 (𝑡, 𝒒) d𝑷 are the constraint and contact forces with generalized force directions 𝑾 , and 𝒇 (𝑡, 𝒒, 𝒗) d𝑡 describes all forces
which are not contemplated by 𝐿 and are not constraint or contact forces. The percussion measure d𝑷 combines the effects of
nonimpulsive forces 𝝀 and impulsive forces 𝜦 in the sense that

d𝑷 = 𝝀 d𝑡 +
∑

𝑡𝑖∈𝑷

𝜦 d𝛿𝑡𝑖 = 𝑹 d𝜇, (8)

n accordance with (3) and (4). Indeed, using this and (3) for the momentum measure d𝝅, the equality of measures (7) can be
eformulated as

[

𝝅̇ −
(

𝜕𝐿
𝜕𝒒

)T

− 𝒇 −𝑾 𝝀
]

d𝑡 +
∑

𝑡𝑖∈

[

𝝅+ − 𝝅− −𝑾𝜦
]

d𝛿𝑡𝑖 = 𝟎, (9)

ith the set of discontinuity points  ∶= 𝑷 = 𝝅 . Hence, using (6), the equality of measure is satisfied if and only if Lagrange’s
quations of the second kind

d
d𝑡

( 𝜕𝐿
𝜕𝒗

)T
−
(

𝜕𝐿
𝜕𝒒

)T

= 𝒇 +𝑾 𝝀 (10)

re satisfied almost everywhere in time and the impact equations

𝝅+ − 𝝅− = 𝑾𝜦 (11)

escribe the jump discontinuities of the momentum. Even though this splitting of the equations of motion into an impulsive part
nd a nonimpulsive part is very illustrative, it is not used in the remainder of this paper. Instead, we will exploit that 𝑹 = 𝝀 almost
verywhere and 𝑹 = 𝜦 at the discontinuity points 𝑡𝑖 ∈ . This allows for example to formulate the contact laws jointly for phases
f persistent contact, where the velocity is continuous, and for the impact time instants, where the velocity jumps.

To address the constraint and contact forces separately, the notation

𝑾 d𝑷 = 𝑾 𝑔d𝑷 𝑔 +𝑾 𝛾d𝑷 𝛾 +𝑾 𝑁d𝑷𝑁 +𝑾 𝐹 d𝑷 𝐹 (12)

s introduced, i.e., we split1 the percussion measures as d𝑷 = (d𝑷 𝑔 , d𝑷 𝛾 , d𝑷𝑁 , d𝑷 𝐹 ) and partition the generalized force directions
= (𝑾 𝑔 𝑾 𝛾 𝑾 𝑁 𝑾 𝐹 ) accordingly. The force measures 𝑾 𝑔d𝑷 𝑔 and 𝑾 𝛾d𝑷 𝛾 in (12) are the ideal constraint forces of the position

nd velocity level constraints

𝒈(𝑡, 𝒒) = 𝟎, and 𝜸(𝑡, 𝒒, 𝒗) = 𝑾 T
𝛾 (𝑡, 𝒒) 𝒗 + 𝝌𝛾 (𝑡, 𝒒) = 𝟎, (13)

espectively. The generalized force directions of the bilateral constraints are given by

𝑾 T
𝑔 =

𝜕𝒈
𝜕𝒒

and 𝑾 T
𝛾 =

𝜕𝜸
𝜕𝒗

. (14)

1 We use the following notation: For 𝒙 ∈ R𝑛 and 𝒚 ∈ R𝑚, (𝒙, 𝒚) ∶= (𝒙T 𝒚T)T ∈ R𝑛+𝑚.
3
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Fig. 1. Kinematics of the contact 𝑘 consisting of the contact points 𝑃 and 𝑄 on the bodies I and II, respectively.

The remaining parts of (12), i.e., 𝑾 𝑁d𝑷𝑁 +𝑾 𝐹 d𝑷 𝐹 , are the forces describing the frictional contact. Consider a pair of contact
oints 𝑃 and 𝑄 on either contacting body, which we will simply refer to as contact 𝑘, see Fig. 1. Let the tangent planes of the pair
f contact points be spanned by the vectors 𝒕1 and 𝒕2, and let 𝒏 denote the outward pointing normal vector at 𝑃 . In order to describe
he distance between the tangent planes, the gap function 𝑔𝑘𝑁 = 𝒏T𝒓𝑃𝑄 is introduced, where 𝒓𝑃𝑄 denotes the vector pointing from

to 𝑄. When 𝑔𝑘𝑁 > 0, the contacting bodies are separated and we say that the contact is open. Similarly, we speak of a closed
ontact if 𝑔𝑘𝑁 = 0 and the bodies are touching, and of a penetrating contact if the bodies are penetrating each other and 𝑔𝑘𝑁 < 0.
he impenetrability of contact 𝑘 is enforced by the ideal unilateral constraint formulated as Signorini’s law

𝑔𝑘𝑁 (𝑡, 𝒒) ∈ R−
0
(−𝑅𝑘

𝑁 ) ⟺ 𝑔𝑘𝑁 (𝑡, 𝒒) ≥ 0, 𝑅𝑘
𝑁 ≥ 0, 𝑔𝑘𝑁 (𝑡, 𝒒)𝑅𝑘

𝑁 = 0, (15)

here R−
0
(𝑥) denotes the normal cone to the set R−

0 = {𝑧 ∈ R ∣ 𝑧 ≤ 0} of non-positive numbers evaluated at 𝑥. The equivalence is
asily proven using the definition of the normal cone, which for any nonempty convex set 𝐶 ⊂ R𝑛 reads as

𝐶 (𝒙) = {𝒚 ∈ R𝑛 ∣ 𝒚T(𝒙∗ − 𝒙) ≤ 0 ∀𝒙∗ ∈ 𝐶}

or any 𝒙 ∈ 𝐶. Otherwise, for 𝒙 ∉ 𝐶, the normal cone is empty, i.e., 𝐶 (𝒙) = ∅. A look at Signorini’s law, see also Fig. 2, reveals
hat due to the complementarity condition the contact force can only be positive if 𝑔𝑘𝑁 (𝑡, 𝒒) = 0, i.e., if the contact is closed and
he contacting bodies touch. Moreover, it is clear that the contact force is introduced such that for positive values it pushes the
ontacting bodies apart.

In order to formulate an impact law, we first combine the gap functions of all 𝑛𝑁 contacts into a vector 𝒈𝑁 (𝑡, 𝒒) ∈ R𝑛𝑁 and define
he gap velocity

𝒈̇𝑁 (𝑡, 𝒒, 𝒗) =
𝜕𝒈𝑁
𝜕𝒒

(𝑡, 𝒒) 𝒒̇ +
𝜕𝒈𝑁
𝜕𝑡

(𝑡, 𝒒)
(5)
= 𝑾 T

𝑁 (𝑡, 𝒒)𝒗 + 𝝌𝑁 (𝑡, 𝒒), (16)

where we have introduced the generalized force directions

𝑾 T
𝑁 =

𝜕𝒈̇𝑁
𝜕𝒗

=
𝜕𝒈𝑁
𝜕𝒒

(17)

arising in (12). Moreover, we define the set of active contacts as

𝐴(𝑡, 𝒒) =
{

𝑘 = 1,… , 𝑛𝑁
|

|

|

𝑔𝑘𝑁 (𝑡, 𝒒) ≤ 0
}

, (18)

together with its complement 𝐴̄ = {1,… , 𝑛𝑁} ⧵𝐴, the set of inactive (open) contacts. A Newton-type impact law is chosen. Namely,

𝑘 ∈ 𝐴 ∶ 𝜉𝑘𝑁 (𝑡, 𝒒, 𝒗−, 𝒗+) ∈ R−
0
(−𝑅𝑘

𝑁 )

𝑘 ∈ 𝐴̄ ∶ 𝑅𝑘
𝑁 = 0

(19)

here the kinematic quantity

𝜉𝑘𝑁 (𝑡, 𝒒, 𝒗−, 𝒗+) = 𝑔̇𝑘𝑁 (𝑡, 𝒒, 𝒗+) + 𝑒𝑘𝑁 𝑔̇𝑘𝑁 (𝑡, 𝒒, 𝒗−) (20)

is introduced and 𝑒𝑘𝑁 ∈ [0, 1] is the restitution coefficient for the normal impact. See Fig. 2 for a graphical representation of the impact
aw. This impact law ensures that if the contact 𝑘 is open, i.e., 𝑘 ∈ 𝐴̄, the contact force is zero. Moreover, it follows from the definition
f the normal cone that for an active contact, i.e., 𝑘 ∈ 𝐴, the impact law is equivalent to the inequality complementarity condition

𝜉𝑘𝑁 (𝑡, 𝒒, 𝒗−, 𝒗+) ≥ 0, 𝑅𝑘
𝑁 ≥ 0, 𝜉𝑘𝑁 (𝑡, 𝒒, 𝒗−, 𝒗+)𝑅𝑘

𝑁 = 0. (21)

This implies, that whenever there is a contact force 𝑅𝑘
𝑁 > 0, then

𝑔̇𝑘𝑁 (𝑡, 𝒒, 𝒗+) = −𝑒𝑘𝑁 𝑔̇𝑘𝑁 (𝑡, 𝒒, 𝒗−) (22)

due to the complementarity condition. Moreover, it contains the exceptional case where active contacts 𝑘 ∈ 𝐴 with 𝑅𝑘
𝑁 = 0 allow for

𝑘 + 𝑘 𝑘 −
4

𝑔̇𝑁 (𝑡, 𝒒, 𝒗 ) ≥ −𝑒𝑁 𝑔̇𝑁 (𝑡, 𝒒, 𝒗 ), (23)
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Fig. 2. Graphical representation of the contact laws. (a) Signorini’s law 𝑔𝑘𝑁 (𝑡, 𝒒) ∈ R−
0
(−𝑅𝑘

𝑁 ) as well as the Newton-type impact law 𝜉𝑘𝑁 ∈ R−
0
(−𝑅𝑘

𝑁 ). (b)
rictional impact law with isotropic Coulomb friction 𝝃𝑘𝐹 ∈ 𝐶𝑘

𝐹 (𝑅
𝑘
𝑁 )(−𝑹𝑘

𝐹 ), where 𝑹𝑘
𝐹 = (𝑅𝑘

𝐹 ,1 , 𝑅
𝑘
𝐹 ,2). Case 1: For ‖𝑹𝑘

𝐹 ‖ ≤ 𝜇𝑘𝑅𝑘
𝑁 this model enforces the constraint

𝑘
𝐹 = 𝟎. Case 2: ‖𝝃𝑘𝐹 ‖ > 0 results in the force law 𝑹𝑘

𝐹 = −𝜇𝑅𝑘
𝑁𝝃𝑘𝐹 ∕‖𝝃

𝑘
𝐹 ‖.

hich can happen for multi-contact configurations, see [18,19]. Hence, the contact law (19) models a Newton-type impact law. But
ot only that. It can be shown that the Newton-type impact law (19) implies Signorini’s law (15). In fact, since the transition from
pen contact 𝑔𝑘𝑁 > 0 to active contact 𝑔𝑘𝑁 ≤ 0 implies 𝑔̇𝑘𝑁 (𝑡, 𝒒, 𝒗−) ≤ 0 at the time instant where the contact 𝑘 gets active, the first
nequality in (21) implies

𝑘 ∈ 𝐴(𝑡, 𝒒) ∶ 𝑔̇𝑘𝑁 (𝑡, 𝒒, 𝒗+) ≥ 0 (24)

hich can be recognized as a unilateral constraint on velocity level. It is a consequence of the viability lemma of Moreau, Proposition
.4 in [6], that (24) implies the unilateral constraint on position level. Hence, in continuous time, it suffices to impose the contact
aw (19) to model both impenetrability and Newton-type impact. In discrete time however, this will not be sufficient as numerical
rift would lead to contact penetration.

Finally, set-valued Coulomb friction is added to the contact model. For that, the tangent velocity

𝜸𝑘𝐹 =

(

𝒕T1 𝒓̇𝑃𝑄
𝒕T2 𝒓̇𝑃𝑄

)

escribing the relative velocity of the pair of contact points in the tangent plane is introduced, cf. Fig. 1. The generalized force
irection of the friction forces is defined by

𝑾 𝐹 = (𝑾 1
𝐹 … 𝑾 𝑛𝑁

𝐹 ) with (𝑾 𝑘
𝐹 )

T =
𝜕𝜸𝑘𝐹
𝜕𝒗

(25)

nd we use the notation d𝑷 𝐹 = 𝑹𝐹 d𝜇 with 𝑹𝐹 = (𝑹1
𝐹 ,… ,𝑹𝑛𝐹

𝐹 ). Using the tangent velocity 𝜸𝑘𝐹 (𝑡, 𝒒, 𝒗), the kinematic quantity

𝝃𝑘𝐹 (𝑡, 𝒒, 𝒗
−, 𝒗+) = 𝜸𝑘𝐹 (𝑡, 𝒒, 𝒗

+) + 𝑒𝑘𝐹 𝜸𝑘𝐹 (𝑡, 𝒒, 𝒗
−) (26)

s introduced with tangential restitution coefficient 𝑒𝑘𝐹 ∈ [0, 1]. With that, the Newton-type frictional impact law modeling Coulomb
riction is introduced as

∀𝑘 ∶ 𝝃𝑘𝐹 (𝑡, 𝒒, 𝒗
−, 𝒗+) ∈ 𝐶𝑘

𝐹 (𝑅
𝑘
𝑁 )(−𝑹

𝑘
𝐹 ), (27)

where for isotropic Coulomb friction, the set of admissible (negative) friction forces is

𝐶𝑘
𝐹 (𝑅

𝑘
𝑁 ) = 𝐵2(𝜇𝑘𝑅𝑘

𝑁 ), where 𝐵2(𝑟) =
{

𝒙 ∈ R2 |
|

|

‖𝒙‖ ≤ 𝑟
}

(28)

with friction coefficient 𝜇𝑘. Similarly as before, 𝐶𝑘
𝐹 (𝑅

𝑘
𝑁 ) denotes the normal cone to the set 𝐶𝑘

𝐹 (𝑅
𝑘
𝑁 ). A graphical representation of

the impact law can be found in Fig. 2. It is worth noticing that the impact law (27) contains Coulomb’s friction law for the time
instants where no impact occurs and is hence sufficient to include friction into the contact model. To see that, note that if no impact
occurs, the motion is continuous and 𝒗 = 𝒗− = 𝒗+. Hence, in that case the kinematic quantity (26) reduces to (1 + 𝑒𝑘 ) 𝜸𝑘 (𝑡, 𝒒, 𝒗)
5
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implying that the friction law (27) is equivalent2 to

∀𝑘 ∶ 𝜸𝑘𝐹 (𝑡, 𝒒, 𝒗) ∈ 𝐶𝑘
𝐹 (𝜆

𝑘
𝑁 )(−𝝀

𝑘
𝐹 ) (29)

since 𝑅𝑘
𝑁 = 𝜆𝑘𝑁 and 𝑹𝑘

𝐹 = 𝝀𝑘𝐹 for nonimpulsive time instants, 𝐶𝑘
𝐹 (𝜆

𝑘
𝑁 ) is a cone and (1+𝑒𝑘𝐹 ) > 0. For more details about the intricacies

of the introduced contact model we refer to [4,20].
Instead of characterizing the motion of the system for 𝑡 ∈  ⊂ R using (5), (6) and (7), the motion can be described by the

principle of virtual action in the form

𝛿𝐴 ∶= ∫
𝛿[𝐿(𝑡, 𝒒, 𝒗) + 𝝅T(𝒒̇ − 𝒗)] d𝑡 + ∫

𝛿𝒒T(𝒇 d𝑡 +𝑾 d𝑷 ) = 0 ∀𝛿𝒒, 𝛿𝒗, 𝛿𝝅 (30)

where the test function 𝛿𝒒 is assumed to vanish on the boundary of . This form of the principle of virtual action generalizes the
one presented in [10] in the sense that in (30) the kinematic equation 𝒗 = 𝒒̇ is not explicitly used, but imposed using the generalized
momentum 𝝅 as a Lagrange multiplier. This way of imposing the kinematic equation with the help of the generalized momentum
as a Lagrange multiplier is well known in classical mechanics literature, see for example [21,22], and is here applied analogously in
the nonsmooth setting. To see that (30) indeed describes the motion of a mechanical system with frictional contact, we first perform
the variation of the term in square brackets, i.e.,

𝛿𝐴 = ∫

[

𝜕𝐿
𝜕𝒒

𝛿𝒒 + 𝜕𝐿
𝜕𝒗

𝛿𝒗 + 𝛿𝝅T(𝒒̇ − 𝒗) + 𝝅T(𝛿𝒒̇ − 𝛿𝒗)
]

d𝑡 + ∫
𝛿𝒒T(𝒇 d𝑡 +𝑾 d𝑷 ). (31)

sing the integration by parts rule (2), the principle virtual action can be recast to

𝛿𝐴 = ∫

[

𝜕𝐿
𝜕𝒒

𝛿𝒒 + 𝜕𝐿
𝜕𝒗

𝛿𝒗 + 𝛿𝝅T(𝒒̇ − 𝒗) − 𝝅T𝛿𝒗
]

d𝑡 + ∫
𝛿𝒒T(−d𝝅 + 𝒇 d𝑡 +𝑾 d𝑷 ) (32a)

= ∫
𝛿𝝅T[𝒒̇ − 𝒗] d𝑡 + ∫

𝛿𝒗T
[(

𝜕𝐿
𝜕𝒗

)T

− 𝝅
]

d𝑡 + ∫
𝛿𝒒T

[(

𝜕𝐿
𝜕𝒒

)T

d𝑡 − d𝝅 + 𝒇 d𝑡 +𝑾 d𝑷
]

(32b)

= 0 ∀𝛿𝒒, 𝛿𝒗, 𝛿𝝅,

here the boundary terms vanish because 𝛿𝒒 = 0 on the boundary of . The motion satisfies the principle of virtual action if and
nly if the square brackets of (32b) vanish, which is equivalent to the motion satisfying (5), (6) and (7).

. Lobatto IIIA-IIIB discretization

To derive a numerical scheme for the simulation of mechanical systems with frictional contact, we discretize the principle of
irtual action (30). For that, we introduce equidistant time nodes 𝑡𝑛 with constant time step 𝛥𝑡 = 𝑡𝑛+1 − 𝑡𝑛 (𝑛 = 1,… , 𝑁 − 1) and
hoose  = [𝑡1, 𝑡𝑁 ).

We discretize the kinematic Eq. (5) using an 𝑠-stage Lobatto IIIA method

𝑡𝑖𝑛 = 𝑡𝑛 + 𝑐𝑖𝛥𝑡, 𝑸𝑖
𝑛 = 𝒒𝑛 + 𝛥𝑡

𝑠
∑

𝑗=1
𝑎𝑖𝑗𝑽 𝑗

𝑛, 𝒒𝑛+1 = 𝒒𝑛 + 𝛥𝑡
𝑠
∑

𝑗=1
𝑏𝑗𝑽 𝑗

𝑛 (33)

here 𝑖 = 1,… , 𝑠. Herein, 𝒒𝑛 and 𝒒𝑛+1 approximate the generalized coordinates 𝒒 at 𝑡𝑛 and 𝑡𝑛+1, respectively. Moreover, 𝑸𝑖
𝑛 and 𝑽 𝑖

𝑛
re the respective approximants of 𝒒 and 𝒗 at 𝑡𝑖𝑛. The conditions for defining the coefficients 𝑎𝑖𝑗 , 𝑏𝑖 and 𝑐𝑖 can be found in [23].
specially, it holds that 𝑎𝑠𝑖 = 𝑏𝑖 and 𝑎1𝑖 = 0 for all stages 𝑖. Moreover, 𝑐1 = 0 and 𝑐𝑠 = 1. Hence, the Butcher tableau of the Lobatto
IIA methods have the particular structure

𝑐1 = 0 0 0 … 0 0
𝑐2 𝑎21 𝑎22 … 𝑎2,𝑠−1 𝑎2𝑠
⋮ ⋮ ⋮ ⋱ ⋮ ⋮

𝑐𝑠−1 𝑎𝑠−1,1 𝑎𝑠−1,2 … 𝑎𝑠−1,𝑠−1 𝑎𝑠−1,𝑠
𝑐𝑠 = 1 𝑏1 𝑏2 … 𝑏𝑠−1 𝑏𝑠

𝑏1 𝑏2 … 𝑏𝑠−1 𝑏𝑠

From this Butcher tableau and (33), it is evident that the Lobatto IIIA methods have the special feature that 𝑸1
𝑛 = 𝒒𝑛 and 𝑸𝑠

𝑛 = 𝒒𝑛+1,
which is exploited later for the formulation of the constraints. Specific Butcher tableaus for 𝑠 = 2, 3, 4, 5 can be found in [23]. For
onsistency, it is assumed that the used Lobatto scheme satisfies

𝑠
∑

𝑖=1
𝑏𝑖 = 1 and 𝑏𝑖 ≠ 0 for 𝑖 = 1,… , 𝑠. (34)

2 By definition, it holds that a set 𝐶 ⊂ R𝑛 is a cone if for any 𝒙 ∈ 𝐶 it follows that 𝜆𝒙 ∈ 𝐶 for all 𝜆 > 0.
6
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In order to discretize the virtual action (30), we rewrite the integral over  as a sum of integrals over the time steps 𝑛 = [𝑡𝑛, 𝑡𝑛+1)
as

𝛿𝐴 =
𝑁−1
∑

𝑛=1
(𝛿𝐴1

𝑛 + 𝛿𝐴2
𝑛) with

⎧

⎪

⎪

⎨

⎪

⎪

⎩

𝛿𝐴1
𝑛 = 𝛿 ∫𝑛

[𝐿(𝑡, 𝒒, 𝒗) + 𝝅T(𝒒̇ − 𝒗)] d𝑡

𝛿𝐴2
𝑛 = ∫𝑛

𝛿𝒒T(𝒇 d𝑡 +𝑾𝑹 d𝜇),
(35)

where we have used that d𝑷 = 𝑹 d𝜇, see (8). We approximate the first integral appearing in 𝛿𝐴1
𝑛 using the Lobatto quadrature with

the same coefficients as in (33). Instead of using a quadrature for the second part, i.e., the integral over 𝝅T(𝒒̇ − 𝒗) enforcing the
kinematic equation, we enforce the discrete kinematic Eq. (33) using discrete Lagrange multipliers, as done in [3,22]. We follow [3]
and approximate 𝛿𝐴1

𝑛 by

𝛿𝐴1
𝑑,𝑛 = 𝛿

{

𝛥𝑡
𝑠
∑

𝑖=1
𝑏𝑖

[

𝐿(𝑡𝑖𝑛,𝑸
𝑖
𝑛,𝑽

𝑖
𝑛) + (𝜫̄ 𝑖

𝑛)
T
(𝑸𝑖

𝑛 − 𝒒𝑛
𝛥𝑡

−
𝑠
∑

𝑗=1
𝑎𝑖𝑗𝑽 𝑗

𝑛

)

+ 𝝅T
𝑛+1

(𝒒𝑛+1 − 𝒒𝑛
𝛥𝑡

−
𝑠
∑

𝑗=1
𝑏𝑗𝑽 𝑗

𝑛

)]}

. (36)

erein, 𝝅𝑛+1 approximates 𝝅 at 𝑡𝑛+1. However, it will be seen later that 𝜫̄ 𝑖
𝑛 is not the approximation of 𝝅 at 𝑡𝑖𝑛 but can only be

nterpreted as a Lagrange multiplier for the discretized kinematic equation. The approximation of 𝛿𝐴2
𝑛 is chosen as

𝛿𝐴2
𝑑,𝑛 =

𝑠
∑

𝑖=1
𝑏𝑖 (𝛿𝑸𝑖

𝑛)
T
[

𝛥𝑡𝒇 (𝑡𝑖𝑛,𝑸
𝑖
𝑛,𝑽

𝑖
𝑛) +𝑾 (𝑡𝑖𝑛,𝑸

𝑖
𝑛)𝑹

𝑖
𝑛

]

. (37)

t can be seen, that for the integral over d𝑡 appearing in 𝛿𝐴2
𝑛, we have chosen the Lobatto quadrature with the same coefficients as

n (33). For the integral over d𝜇 however, we have chosen the same Lobatto quadrature up to the factor 𝛥𝑡. This can be motivated
y the following.

In essence, we have approximated the change in percussion

𝛥𝑷 (𝑡;𝛥𝑡) = 𝑷 +(𝑡 + 𝛥𝑡) − 𝑷 −(𝑡)
(1)
= ∫[𝑡,𝑡+𝛥𝑡]

d𝑷 = ∫[𝑡,𝑡+𝛥𝑡]
𝑹 d𝜇 (38)

ver a time step by the quadrature formula

𝛥𝑷 (𝑡;𝛥𝑡) ≈
𝑠
∑

𝑖=1
𝑏𝑖 𝑹𝑖

𝑛 (39)

nstead of using the usual Lobatto quadrature rule

𝛥𝑷 (𝑡;𝛥𝑡) ≈ 𝛥𝑡
𝑠
∑

𝑖=1
𝑏𝑖 𝑹̂

𝑖
𝑛. (40)

ence, we have basically used a version of the quadrature with rescaled constrained and contact forces in the discrete setting, as
bviously 𝑹𝑖

𝑛 = 𝛥𝑡 𝑹̂𝑖
𝑛. This scaling is important in order to avoid unbounded growth of discrete constraint and contact forces for

𝑡 → 0. In fact, if 𝑡 ∈  is a discontinuity point, then 𝛥𝑷 (𝑡; 0) = 𝑷 +(𝑡) − 𝑷 −(𝑡) ≠ 0 is finite. It is clear that in the limit 𝛥𝑡 → 0, the
ight-hand side of (40) can only be finite if 𝑹̂𝑖

𝑛 → ∞ for some 𝑖, which is numerically unfavorable. Hence, the chosen discretizaton
39) is preferred, as it does not have this issue.

With the approximations (36) and (37), the discretized principle of virtual action reads as

𝛿𝐴𝑑 =
𝑁−1
∑

𝑛=1
(𝛿𝐴1

𝑑,𝑛 + 𝛿𝐴2
𝑑,𝑛) = 0 ∀𝛿𝒒𝑛, 𝛿𝑸𝑖

𝑛, 𝛿𝑽
𝑖
𝑛, 𝛿𝜫̄

𝑖
𝑛, 𝛿𝝅𝑛+1, 𝑛 = 1,… , 𝑁, 𝑖 = 1,… , 𝑠, (41)

here 𝛿𝒒1 = 𝛿𝒒𝑁 = 0.
Under the assumptions (34), the following necessary and sufficient conditions for the discrete principle of virtual action (41) can

e derived by choosing all but the indicated test quantity to be zero:

𝛿𝑸𝑖
𝑛 ∶ 𝟎 =

(

𝜕𝐿
𝜕𝒒

)T

(𝑡𝑖𝑛,𝑸
𝑖
𝑛,𝑽

𝑖
𝑛) +

𝜫̄ 𝑖
𝑛

𝛥𝑡
+ 𝒇 (𝑡𝑖𝑛,𝑸

𝑖
𝑛,𝑽

𝑖
𝑛) +𝑾 (𝑡𝑛,𝑸𝑖

𝑛)
𝑹𝑖

𝑛
𝛥𝑡

(42a)

𝛿𝑽 𝑖
𝑛 ∶ 𝟎 = 𝑏𝑖

(

𝜕𝐿
𝜕𝒗

)T

(𝑡𝑖𝑛,𝑸
𝑖
𝑛,𝑽

𝑖
𝑛) −

𝑠
∑

𝑗=1
𝑏𝑗𝑎𝑗𝑖𝜫̄

𝑗
𝑛 − 𝑏𝑖𝝅𝑛+1 (42b)

𝛿𝒒𝑛 ∶ 𝟎 = −
𝑠
∑

𝑖=1
𝑏𝑖
𝜫̄ 𝑖

𝑛
𝛥𝑡

−
𝝅𝑛+1
𝛥𝑡

+
𝝅𝑛
𝛥𝑡

(42c)

𝛿𝜫̄ 𝑖
𝑛 ∶ 𝑸𝑖

𝑛 = 𝒒𝑛 + 𝛥𝑡
𝑠
∑

𝑗=1
𝑎𝑖𝑗𝑽 𝑗

𝑛 (42d)

𝛿𝝅𝑛+1 ∶ 𝒒𝑛+1 = 𝒒𝑛 + 𝛥𝑡
𝑠
∑

𝑏𝑗𝑽 𝑗
𝑛 (42e)
7
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Condition (42c) can be rearranged to

𝝅𝑛+1 = 𝝅𝑛 +
𝑠
∑

𝑗=1
𝑏𝑗

(

−𝜫̄ 𝑗
𝑛

)

. (43)

To further manipulate the condition (42b), we define the discrete momentum

𝜫 𝑖
𝑛 =

(

𝜕𝐿
𝜕𝒗

)T

(𝑡𝑖𝑛,𝑸
𝑖
𝑛,𝑽

𝑖
𝑛). (44)

ith that at hand, we can use (43) in the stationarity condition (42b) and obtain

𝜫 𝑖
𝑛 =

𝑠
∑

𝑗=1

𝑏𝑗𝑎𝑗𝑖
𝑏𝑖

𝜫̄ 𝑗
𝑛 + 𝝅𝑛+1 = 𝝅𝑛 +

𝑠
∑

𝑗=1

(

𝑏𝑗 −
𝑏𝑗𝑎𝑗𝑖
𝑏𝑖

)(

−𝜫̄ 𝑗
𝑛

)

. (45)

It is notationally favorable to introduce

𝑎̂𝑖𝑗 = 𝑏𝑗 −
𝑏𝑗𝑎𝑗𝑖
𝑏𝑖

, (46)

which can be recognized as the coefficients of the Lobatto IIIB method, see [24]. Moreover, it is convenient to introduce the notation
𝑭 𝑖

𝑛 = −𝜫̄ 𝑖
𝑛, such that the stationarity conditions (42) can be equivalently stated as

𝒒𝑛+1 = 𝒒𝑛 + 𝛥𝑡
𝑠
∑

𝑗=1
𝑏𝑗𝑽 𝑗

𝑛 (47a)

𝝅𝑛+1 = 𝝅𝑛 +
𝑠
∑

𝑗=1
𝑏𝑗𝑭 𝑗

𝑛 (47b)

𝑸𝑖
𝑛 = 𝒒𝑛 + 𝛥𝑡

𝑠
∑

𝑗=1
𝑎𝑖𝑗𝑽 𝑗

𝑛 (𝑖 = 1,… , 𝑠) (47c)

𝜫 𝑖
𝑛 = 𝝅𝑛 +

𝑠
∑

𝑗=1
𝑎̂𝑖𝑗𝑭 𝑗

𝑛 (𝑖 = 1,… , 𝑠) (47d)

𝜫 𝑖
𝑛 =

(

𝜕𝐿
𝜕𝒗

)T

(𝑡𝑖𝑛,𝑸
𝑖
𝑛,𝑽

𝑖
𝑛) (𝑖 = 1,… , 𝑠) (47e)

𝑭 𝑖
𝑛 = 𝛥𝑡

(

𝜕𝐿
𝜕𝒒

)T
(𝑡𝑖𝑛,𝑸

𝑖
𝑛,𝑽

𝑖
𝑛) + 𝛥𝑡𝒇 (𝑡𝑖𝑛,𝑸

𝑖
𝑛,𝑽

𝑖
𝑛) +𝑾 (𝑡𝑛,𝑸𝑖

𝑛)𝑹
𝑖
𝑛 (𝑖 = 1,… , 𝑠). (47f)

ith the above scheme we have hence derived a Lobatto IIIA-IIIB discretization of the partitioned system (5)–(7), i.e.,

d𝒒 = 𝒗 d𝑡, d𝝅 =
(

𝜕𝐿
𝜕𝒒

)T

d𝑡 + 𝒇 d𝑡 +𝑾𝑹 d𝜇, 𝝅 =
(

𝜕𝐿
𝜕𝒗

)T

, (48)

s approximant of the velocity of the system at 𝑡𝑛, we implicitly define 𝒗𝑛 by

𝝅𝑛 =
(

𝜕𝐿
𝜕𝒗

)T

(𝑡𝑛, 𝒒𝑛, 𝒗𝑛). (49)

Before addressing the discretization of the constraints and the frictional contact, it is worthwhile having a closer look at the
tructure of the coefficients of the Lobatto IIIB method. Since the Lobatto IIIA method has the property 𝑎𝑠𝑖 = 𝑏𝑖 and 𝑎1𝑖 = 0 for all
, it follows from (46) that the coefficients of the Lobatto IIIB method satisfy 𝑎̂𝑖𝑠 = 0 and 𝑎̂𝑖1 = 𝑏1. The resulting Butcher tableau has
he form

𝑐1 = 0 𝑏1 𝑎̂12 … 𝑎̂1,𝑠−1 0
𝑐2 𝑏1 𝑎̂22 … 𝑎̂2,𝑠−1 0
⋮ ⋮ ⋮ ⋱ ⋮ ⋮

𝑐𝑠−1 𝑏1 𝑎̂𝑠−1,2 … 𝑎̂𝑠−1,𝑠−1 0
𝑐𝑠 = 1 𝑏1 𝑎̂𝑠2 … 𝑎̂𝑠,𝑠−1 0

𝑏1 𝑏2 … 𝑏𝑠−1 𝑏𝑠
Specific Butcher tableaus for 𝑠 = 2, 3, 4, 5 can be found in [23]. The last column of the Butcher tabelau is always zero which by

(47d) implies that the generalized momenta 𝜫 𝑖
𝑛 of all stages 𝑖 do not depend on the discrete force 𝑭 𝑠

𝑛 of the last stage. Hence, it
can be seen from (47f) that the Lagrange multiplier 𝑹𝑠

𝑛 does not influence 𝜫 𝑖
𝑛 and consequently has no influence on 𝑽 𝑖

𝑛, see (47e).
Ultimately, by (47a), this means that the position update 𝒒𝑛+1 is not influenced by 𝑹𝑠

𝑛. This peculiarity of the Lobatto IIIB method
is exploited for the enforcement of the constraints as well as for the formulation of the discrete contact laws.

We impose the bilateral constraints discretely as in [3] and demand

𝒈(𝑡𝑖𝑛,𝑸
𝑖
𝑛) = 𝟎 (𝑖 = 2,… , 𝑠), 𝒈̇(𝑡𝑛+1, 𝒒𝑛+1, 𝒗𝑛+1) = 𝟎 (50)

𝜸(𝑡𝑖 ,𝑸𝑖 ,𝑽 𝑖 ) = 𝟎 (𝑖 = 2,… , 𝑠), 𝜸(𝑡 , 𝒒 , 𝒗 ) = 𝟎. (51)
8

𝑛 𝑛 𝑛 𝑛+1 𝑛+1 𝑛+1



Computer Methods in Applied Mechanics and Engineering 418 (2024) 116496G. Capobianco et al.

f
c

F
e
c
i
t

w
t

A
U

w

S
c
t
t
𝑔
c
c

b

t

A

Due to the property of the Lobatto IIIA method that (𝑡𝑠𝑛,𝑸
𝑠
𝑛) = (𝑡𝑛+1, 𝒒𝑛+1), the position level constraints are satisfied at the end

of the time step. Moreover, because of the particular structure of the Butcher tableau of the Lobatto IIIB scheme, the constraint
𝒈(𝑡, 𝒒) = 𝟎 can be imposed on both position and velocity level at the end of the time step, see (50). Namely, we exploit that the
Lagrange multiplier 𝑹𝑠

𝑔,𝑛 only affects the update of 𝒗𝑛+1 and has no influence on 𝒒𝑛+1. This decoupling allows for the simultaneous
enforcement of both constraints. As a consequence of the splitting, we can attribute the Lagrange multiplier 𝑹𝑠

𝑔,𝑛 to the enforcement
of the velocity level constraint 𝒈̇(𝑡𝑛+1, 𝒒𝑛+1, 𝒗𝑛+1) = 𝟎. Hence, the remaining Lagrange multipliers 𝑹𝑖−1

𝑔,𝑛 , 𝑖 = 2,… , 𝑠 are responsible
or the fulfillment of the other constraints, i.e., 𝒈(𝑡𝑖𝑛,𝑸

𝑖
𝑛) = 𝟎, 𝑖 = 2,… , 𝑠. It is crucial to see that there is an index shift between the

onstraint and the Lagrange multipliers, especially in view of the formulation of unilateral constraints.
Similar to the bilateral constraints, we impose the unilateral constraints, i.e., Signorini’s law for the stages 𝑖 = 2,… , 𝑠 as

∀𝑘 ∶ 𝑔𝑘𝑁 (𝑡𝑖𝑛,𝑸
𝑖
𝑛) ∈ R−

0
(−𝑅𝑘,𝑖−1

𝑁,𝑛 ). (52)

ollowing the analogy to (50) further, it would be natural to additionally impose the unilateral constraint at velocity level at the
nd of the time step. However, from the discussion preceding (24) it can be concluded that instead the Newton-type impact law
an be imposed. To do so, it is assumed that if the contact 𝑘 is active at the end of the time step, i.e., 𝑘 ∈ 𝐴𝑛+1 = 𝐴(𝑡𝑛+1, 𝒒𝑛+1), then
t has been active during the whole time step 𝑛 = (𝑡𝑛, 𝑡𝑛+1]. Moreover, during that time step, the kinematic quantity 𝜉𝑘𝑁 is assumed
o be constant and to correspond to

𝜉𝑘𝑁,𝑛+1 = 𝑔̇𝑘𝑁 (𝑡𝑛+1, 𝒒𝑛+1, 𝒗𝑛+1) + 𝑒𝑘𝑁 𝑔̇𝑘𝑁 (𝑡𝑛, 𝒒𝑛, 𝒗𝑛), (53)

hich is regarded as a discrete approximation of (20) over one time step. These assumptions allow to ‘‘integrate’’ (19) over one
ime step, resulting in

𝑘 ∈ 𝐴𝑛+1 ∶ 𝜉𝑘𝑁,𝑛+1 ∈ R−
0
(− ∫𝑛 𝑅

𝑘
𝑁d𝜇)

𝑘 ∈ 𝐴̄𝑛+1 ∶ ∫𝑛 𝑅
𝑘
𝑁d𝜇 = 0.

(54)

detailed discussion of how this is done as well as an interpretation of the integrated contact law can be found in Section 6 of [13].
sing the Lobatto quadrature rule to approximate the integral as

∫𝑛
𝑅𝑘
𝑁d𝜇 ≈

𝑠
∑

𝑗=1
𝑏𝑗𝑅

𝑘,𝑗
𝑁,𝑛 = 𝛥𝑃 𝑘

𝑁,𝑛+1, (55)

hich is the discrete approximation of (38). Substitution of (55) into (54) results in the discrete velocity level contact law

𝑘 ∈ 𝐴(𝑡𝑛+1, 𝒒𝑛+1) ∶ 𝜉𝑘𝑁,𝑛+1 ∈ R−
0
(−𝛥𝑃 𝑘

𝑁,𝑛+1)

𝑘 ∈ 𝐴̄(𝑡𝑛+1, 𝒒𝑛+1) ∶ 𝛥𝑃 𝑘
𝑁,𝑛+1 = 0.

(56)

umming up, the temporally discretized contact law in normal direction is given by (52) and (56). This means that the unilateral
onstraint is imposed on position level for all stages 𝑖 = 2,… , 𝑠 and the Newton-type impact law is fulfilled in an integral way over
he whole time step, where 𝒗𝑛 and 𝒗𝑛+1 are regarded as the pre- and post-impact velocities, respectively. It is straightforward to see,
hat in the case that a contact is closed during some interval of time, then the unilateral constraint looks like a bilateral constraint
𝑘
𝑁 (𝑡, 𝒒) = 0 during that time interval. It is an important feature of the presented discretized contact law that in that case the discrete
ontact law reduces to the discrete bilateral constraint Eqs. (50) formulated with 𝑔𝑘𝑁 . Hence, it can be stated that the discretized
ontact law in normal direction is consistent with the discretization of the bilateral constraints.

For the discretization of the Coulomb friction, a similar path is taken. We impose Coulomb friction (29) for all stages 𝑖 = 2,… , 𝑠
y

∀𝑘 ∶ 𝜸𝑘𝐹 (𝑡
𝑖
𝑛,𝑸

𝑖
𝑛,𝑽

𝑖
𝑛) ∈ 𝐶𝑘

𝐹 (𝑅
𝑘,𝑖−1
𝑁,𝑛 )(−𝑹

𝑘,𝑖−1
𝐹 ,𝑛 ) (57)

ogether the integrated version of the Newton-type frictional impact law (27)

∀𝑘 ∶ 𝝃𝑘𝐹 ,𝑛+1 = 𝜸𝐹 (𝑡𝑛+1, 𝒒𝑛+1, 𝒗𝑛+1) + 𝑒𝑘𝐹 𝜸𝑘𝐹 (𝑡𝑛, 𝒒𝑛, 𝒗𝑛) ∈ 𝐶𝑘
𝐹 (𝛥𝑃

𝑘
𝑁,𝑛+1)

(−𝛥𝑷 𝑘
𝐹 ,𝑛+1). (58)

gain, the discrete percussions are defined using the Lobatto quadrature as

∫𝑛
𝑹𝑘

𝐹 d𝜇 ≈
𝑠
∑

𝑗=1
𝑏𝑗𝑹

𝑘,𝑗
𝐹 ,𝑛 = 𝛥𝑷 𝑘

𝐹 ,𝑛+1. (59)

5. Implementation of the scheme

For the computation of one time step (𝑡𝑛, 𝒒𝑛, 𝒗𝑛) ↦ (𝑡𝑛+1, 𝒒𝑛+1, 𝒗𝑛+1) of the scheme presented in the previous section, the scheme
is brought into residual form and, similar to [13], is then solved using a semismooth Newton method [7,25].

In order to formulate the residual form of the scheme as 𝜱(𝒙) = 𝟎, the vector of unknowns

𝒙 = (𝑽 𝑖 , 𝒗 ,𝑹𝑖 ,𝑹𝑖 ,𝑹𝑖 ,𝑹𝑖 ) (60)
9
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w

W

T

I


(

is introduced, where for notational brevity we write 𝑽 𝑖
𝑛 instead of 𝑽 1

𝑛,… ,𝑽 𝑠
𝑛. The residual describing a time step is subdivided into

three contributions as 𝜱 = (𝜱𝑆 ,𝜱𝑁 ,𝜱𝐹 ). The first contribution contains Eqs. (47), (49), (50) and (51) describing the time step
except for the contacts and is given by

𝜱𝑆 (𝒙) =

⎡

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎣

(

𝜕𝐿
𝜕𝒗

)T

(𝑡𝑖𝑛,𝑸
𝑖
𝑛,𝑽

𝑖
𝑛) −

(

𝜕𝐿
𝜕𝒗

)T

(𝑡𝑛, 𝒒𝑛, 𝒗𝑛) +
∑𝑠

𝑗=1 𝑎̂𝑖𝑗𝑭
𝑗
𝑛

(

𝜕𝐿
𝜕𝒗

)T

(𝑡𝑛+1, 𝒒𝑛+1, 𝒗𝑛+1) −
(

𝜕𝐿
𝜕𝒗

)T

(𝑡𝑛, 𝒒𝑛, 𝒗𝑛) +
∑𝑠

𝑗=1 𝑏𝑗𝑭
𝑗
𝑛

𝒈(𝑡𝑖𝑛,𝑸
𝑖
𝑛) (𝑖 = 2,… , 𝑠)

𝒈̇(𝑡𝑛+1, 𝒒𝑛+1, 𝒗𝑛+1)

𝜸(𝑡𝑖𝑛,𝑸
𝑖
𝑛,𝑽

𝑖
𝑛) (𝑖 = 2,… , 𝑠)

𝜸(𝑡𝑛+1, 𝒒𝑛+1, 𝒗𝑛+1)

⎤

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎦

. (61)

Unless indicated otherwise, the index 𝑖 ranges from 1 to 𝑠. Moreover, the discrete positions are seen as 𝒙-dependent quantities,
here the dependence is given by (33) and the properties of the corresponding Butcher tableau, i.e.,

𝑸𝑖
𝑛 = 𝒒𝑛 + 𝛥𝑡

𝑠
∑

𝑗=1
𝑎𝑖𝑗𝑽 𝑗

𝑛 and 𝒒𝑛+1 = 𝑸𝑠
𝑛. (62)

ith that, also the discrete forces 𝑭 𝑖
𝑛 depend on 𝒙 only and read as

𝑭 𝑖
𝑛 = 𝛥𝑡

(

𝜕𝐿
𝜕𝒒

)T
(𝑡𝑖𝑛,𝑸

𝑖
𝑛,𝑽

𝑖
𝑛) + 𝛥𝑡𝒇 (𝑡𝑖𝑛,𝑸

𝑖
𝑛,𝑽

𝑖
𝑛) +𝑾 (𝑡𝑛,𝑸𝑖

𝑛)𝑹
𝑖
𝑛. (63)

he remainder of the residual 𝜱 is specified for each stage 𝑖 = 1,… , 𝑠 and each contact 𝑘 = 1,… , 𝑛𝑁 separately and is then gathered
as 𝜱𝑁 = (𝜱1

𝑁 ,… ,𝜱𝑠
𝑁 ) with 𝜱𝑖

𝑁 = (𝛷1,𝑖
𝑁 ,… , 𝛷𝑛𝑁 ,𝑖

𝑁 ). Similarly, 𝜱𝐹 = (𝜱1
𝐹 ,… ,𝜱𝑠

𝐹 ) with 𝜱𝑖
𝐹 = (𝜱1,𝑖

𝐹 ,… ,𝜱𝑛𝑁 ,𝑖
𝐹 ). That being said, the

appearing normal cone inclusions have to be equivalently reformulated as equations for the formulation of the contact laws (52),
(56), (57) and (58) in residual form. To do so, we use the fact that for two vectors 𝒙, 𝒚 ∈ R𝑓 and a closed convex nonempty set
𝐶 ⊂ R𝑓 , the following are equivalent relations

𝒚 ∈ 𝐶 (−𝒙) ⟺ −𝒙 = prox𝐶 (𝑟𝒚 − 𝒙) ∀𝑟 > 0, (64)

where

prox𝐶 ∶R𝑓 → R𝑓 , 𝒑 ↦ 𝒒 = arg min
𝒑∗∈𝐶

( 1
2‖𝒑 − 𝒑∗‖2

)

is the proximal point function to 𝐶, see [13,26]. The two proximal point functions needed for the implementation of the scheme
are

proxR−
0
(𝑥) = min{𝑥, 0} and prox𝐵2(𝑟)(𝒙) =

{

𝒙 if 𝒙 ∈ 𝐵2(𝑟)
𝑟 𝒙
‖𝒙‖ if 𝒙 ∉ 𝐵2(𝑟).

(65)

Using (64), the discrete normal contact laws (52) and (56) are formulated in residual form as

∀𝑘 ∶ 𝛷𝑘,𝑖−1
𝑁 (𝒙) = 𝑅𝑘,𝑖−1

𝑛 + proxR−
0

(

𝑟𝑔𝑘𝑁 (𝑡𝑖𝑛,𝑸
𝑖
𝑛) − 𝑅𝑘,𝑖−1

𝑛
)

, 𝑖 = 2,… , 𝑠

𝑘 ∈ (𝑡𝑛+1, 𝒒𝑛+1) ∶ 𝛷𝑘,𝑠
𝑁 (𝒙) = 𝛥𝑃 𝑘

𝑁,𝑛+1 + proxR−
0

(

𝑟𝜉𝑘𝑁,𝑛+1 − 𝛥𝑃 𝑘
𝑁,𝑛+1

)

𝑘 ∈ ̄(𝑡𝑛+1, 𝒒𝑛+1) ∶ 𝛷𝑘,𝑠
𝑁 (𝒙) = 𝛥𝑃 𝑘

𝑁,𝑛+1,

(66)

where the set of active constraints is computed as

(𝑡𝑛+1, 𝒒𝑛+1) = {𝑘 ∣ 𝑟𝑔𝑘𝑁 (𝑡𝑛+1, 𝒒𝑛+1) − 𝑅𝑘,𝑠−1
𝑛 ≤ 0}, (67)

𝑟 > 0 is a numerical parameter and the dependence of the discrete percussion and 𝜉𝑘𝑁,𝑛+1 on 𝒙 is given by (53) and (55), i.e.,

𝛥𝑃 𝑘
𝑁,𝑛+1 =

𝑠
∑

𝑗=1
𝑏𝑗𝑅

𝑘,𝑗
𝑁,𝑛 and 𝜉𝑘𝑁,𝑛+1 = 𝑔̇𝑘𝑁 (𝑡𝑛+1, 𝒒𝑛+1, 𝒗𝑛+1) + 𝑒𝑘𝑁 𝑔̇𝑘𝑁 (𝑡𝑛, 𝒒𝑛, 𝒗𝑛). (68)

n the transition from (56) to (66) we have replaced the active set 𝐴 by the active set  since it can be shown that 𝐴(𝑡𝑛+1, 𝒒𝑛+1) =
(𝑡𝑛+1, 𝒒𝑛+1). However, using the active set  is numerically more robust, see the discussion of this topic in [14].

Similar to the normal contact law, also the discrete friction laws (57) and (58) are formulated in residual form with the help of
64). Specifically,

∀𝑘 ∶ 𝜱𝑘,𝑖−1
𝐹 (𝒙) = 𝑹𝑘,𝑖−1

𝐹 ,𝑛 + prox𝐶𝑘
𝐹 (𝑅

𝑘,𝑖−1
𝑁,𝑛 )

(

𝑟𝜸𝑘𝐹 (𝑡
𝑖
𝑛,𝑸

𝑖
𝑛,𝑽

𝑖
𝑛) −𝑹𝑘,𝑖−1

𝐹 ,𝑛
)

, 𝑖 = 2,… , 𝑠

∀𝑘 ∶ 𝜱𝑘,𝑠(𝒙) = 𝛥𝑷 𝑘 + prox 𝑘 𝑘
(

𝑟𝝃𝑘 − 𝛥𝑷 𝑘 )
(69)
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𝐹 𝐹 ,𝑛+1 𝐶𝐹 (𝛥𝑃𝑁,𝑛+1) 𝐹 ,𝑛+1 𝐹 ,𝑛+1



Computer Methods in Applied Mechanics and Engineering 418 (2024) 116496G. Capobianco et al.
Fig. 3. Sketch of the bouncing ball system (left) and simulated time evolution of the contact distance 𝑔𝑁 for case 1 (right).

Fig. 4. Simulated normal and friction contact percussions for case 2 (𝜔 = 50) and case 3 (𝜔 = 10).

where the discrete percussion and 𝝃𝑘𝐹 ,𝑛+1 depend on 𝒙 by (58) and (59), which read as

𝛥𝑷 𝑘
𝐹 ,𝑛+1 =

𝑠
∑

𝑗=1
𝑏𝑗𝑹

𝑘,𝑗
𝐹 ,𝑛 and 𝝃𝑘𝐹 ,𝑛+1 = 𝜸𝑘𝐹 (𝑡𝑛+1, 𝒒𝑛+1, 𝒗𝑛+1) + 𝑒𝑘𝐹 𝜸𝑘𝐹 (𝑡𝑛, 𝒒𝑛, 𝒗𝑛). (70)

6. Numerical validation

In this section, we validate the presented scheme using selected benchmark examples. The bouncing ball example is used to
affirm that the discrete contact law is able to properly resolve the contact dynamics in an event capturing way. With the simulation
of the slider-crank mechanism, the ability to simulate systems with bilateral constraints and multiple contacts is showcased. Finally,
the point mass on a slope is used to numerically analyze the convergence behavior of the scheme.

6.1. Rotating bouncing ball

To show that the presented scheme is able to capture the contact dynamics well, we use the rotating bouncing ball example
from [13]. The system consists of a homogeneous sphere of radius 𝑅 = 0.1 and mass 𝑚 = 1 subjected to gravity with gravitational
acceleration 𝑔 = 9.81. The ball can come into contact with a horizontal plane, see Fig. 3. The system is planar and the position of
the ball’s center of mass is 𝐼𝒓𝑂𝑆 = (𝑥, 𝑦, 0). The rotational degree of freedom of the sphere is described by the angle 𝜑. Hence,
the generalized coordinates of the system are 𝒒 = (𝑥, 𝑦, 𝜑). For the description of planar Coulomb friction, 𝜇 = 0.2 and 𝑒𝐹 = 0 are
chosen.

To examine the contact dynamics in full detail, three different cases are simulated. All share the initial conditions 𝒒(0) = (0, 1, 0)
and 𝒗(0) = (0, 0, 𝜔), such that the ball has an initial rotational velocity 𝜔. However, the cases differ by the values of 𝜔 and the
restitution coefficient 𝑒𝑁 . All simulations were performed using a constant step size 𝛥𝑡 = 10−2 and the proximal point parameter
𝑟 = 0.5. The tolerance for the semismooth Newton method used to solve each time step was set to 10−8. For this parameter set, the
numerical solutions of the methods with 𝑠 = 2, 3, 4 stages are nearly indistinguishable, which is why we used 𝑠 = 3 for all simulations
11

in Fig. 4.
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Fig. 5. Sketch of the slider-crank mechanism consisting of three rigid bodies, which are interconnected by revolute joints. The third body can come into contact
with the walls through the points 𝑃1 ,… , 𝑃4.

Table 1
Geometry and inertia properties of the slider-crank mechanism.
𝑙1 𝑙2 𝑎 = 2𝑏 𝑑 𝑚1 = 𝑚2 𝑚3 𝜃𝑆1

𝜃𝑆2
𝜃𝑆3

0.153 0.306 0.05 0.052 0.038 0.076 7.4 ⋅ 10−5 5.9 ⋅ 10−4 2.7 ⋅ 10−6

Case 1:. (𝜔 = 0, 𝑒𝑁 = 0.5) The motion of the system is the typical bouncing ball motion exhibiting the Zeno phenomenon. The
imulation result shown in Fig. 3 confirms that the presented scheme can overcome accumulation points, as expected by an event
apturing scheme. Moreover, no contact penetration is observed, since this is enforced by the scheme.

ase 2:. (𝜔 = 50, 𝑒𝑁 = 0) Due to the inelastic impact, the contact remains closed after the impact and the friction behavior can
e validated. For such a high rotational velocity, sliding occurs directly after the frictional impact. Hence, after an initial period
f sliding contact, the ball slows down and a slip-stick transition occurs. At this point, the ball begins to move in a pure rolling
otion. Since the rolling motion is characterized by constant velocities, the friction forces are zero. Consequently, at the slip-stick

ransition, the friction force instantly drops to zero. Fig. 4 illustrates that the presented scheme perfectly replicates this behavior.

ase 3:. (𝜔 = 10, 𝑒𝑁 = 0) This case is similar to the second one. However, due to the lower initial velocity, the ball sticks upon
mpact and exhibits a pure rolling motion with constant velocities and zero friction forces afterwards. This behavior is captured by
he scheme, see Fig. 4.

The numerical results of cases 2 and 3 perfectly reproduce the analytical solutions which can be found in [13]. Moreover, since
he RATTLE scheme in essence is the Lobatto IIIA-IIIB pair with two stages, these simulation results are unsurprisingly identical to
hose in [14].

.2. Slider-crank mechanism

This example demonstrates the ability of the proposed scheme to handle impulsive changes of bilateral constraint forces as well
s a variety of high frequency contact patterns. The slider-crank mechanism consists of three planar rigid bodies with masses 𝑚1,

𝑚2, 𝑚3 and rotational inertia 𝜃𝑆1
, 𝜃𝑆2

, 𝜃𝑆3
with respect to their centers of mass 𝑆1, 𝑆2, 𝑆3, respectively. Each body is subjected to

ravity with 𝑔 = 9.81. As in the previous example, each body is described by the coordinates 𝑥𝑖, 𝑦𝑖 of its center of mass and an angle
𝑖 describing its rotation. Hence, for the slider-crank mechanism the generalized coordinates 𝒒 = (𝑥1, 𝑦1, 𝜑1, 𝑥2, 𝑦2, 𝜑2, 𝑥3, 𝑦3, 𝜑3)
re chosen. As shown in Fig. 5, the three bodies are connected via revolute joints, which are modeled as ideal bilateral constraints.
oreover, the four corner points 𝑃𝑖 of the third body can come into contact with either the upper or the lower wall of the cylinder.
onsequently, the gap functions 𝑔𝑁𝑖 describing the contact are the distance of the respective corner point with the closest wall. For
ll contacts, the parameters 𝑒𝑁 = 0.4, 𝑒𝐹 = 0 and 𝜇 = 0.01 are chosen. The equations of motion as well as the kinematic quantities
sed for the definition of the constraints and contacts can be found in [14].

The geometry and inertia properties of the mechanism are listed in Table 1. The initial conditions are 𝒒(0) = (0.0765, 0, 0, 0.306,
, 0, 0.459, 0, 0.017) and 𝒗(0) = (0, 11.475, 150, 0, 11.475, −75, 0, 0, 0). The simulations were performed using the three stage
ethod with a constant step size 𝛥𝑡 = 10−4 and the proximal point parameter 𝑟 = 1. The tolerance for the semismooth Newton
ethod was set to 10−8.

The simulation results are depicted in Fig. 6. Since the simulation started with a small perturbation of the slider’s orientation
𝜑3 ≈ 1◦), it is apparent from Fig. 6(c), that the slider’s orientation is stabilized after a short time (𝑡 ≈ 0.01). Moreover, Figs. 6
a) and (b) show the evolution of two contact distances and their time derivatives. As enforced by the scheme, no penetration is
12

resent. The spatial trajectory of the center of mass of the third body is shown by (d) of the same figure.
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Fig. 6. Exemplary results of the slider-crank mechanism. (a) temporal evolution of the gap function and its time derivative for the contact point 𝑃1. (b) temporal
evolution of the gap function and its time derivative for the contact point 𝑃3. (c) temporal evolution of the rotation angle and angular velocity of body 3. (d)
spatial trajectory of the point 𝑆3.

6.3. Point mass on slope

Consider a point mass (mass 𝑚 = 1, gravitational acceleration 𝑔 = 10) falling and sliding on a slope described by the exponential
function. The position of the mass is described by the Cartesian coordinates 𝒒 = (𝑥, 𝑦) with corresponding velocities 𝒗 = (𝑣𝑥, 𝑣𝑦).
The curve 𝒇 ∶R → R2, defining the slope, and its first derivative are given by

𝒇 (𝑥) =
(

𝑥, exp(−𝑥)
)

, 𝒇 ′(𝑥) =
(

1, −exp(−𝑥)
)

, (71)

see Fig. 7. The tangential contact velocity 𝛾𝐹 used to describe the friction between the point mass and the slope is computed using
the tangent vector 𝒕, i.e.,

𝛾𝐹 (𝒒, 𝒗) = 𝒕(𝑥)T𝒗 with 𝒕(𝑥) =
𝒇 ′(𝑥)

‖𝒇 ′(𝑥)‖
. (72)

Using the outward pointing normal 𝒏 of the slope, the normal contact distance is

𝑔𝑁 (𝒒) = 𝒏(𝑥)T
(

𝒒 − 𝒇 (𝑥)
)

with 𝒏(𝑥) =
(

0 −1
1 0

)

𝒕(𝑥). (73)

We assume inelastic contacts, i.e., 𝑒𝑁 = 𝑒𝐹 = 0, and choose the friction parameter as 𝜇 = 0.3. Depending on the chosen initial
onditions, two cases are investigated, see Fig. 7.

ase 1:. (sliding) The point mass starts from rest and lies on the slope, i.e., it starts with a closed contact. We therefore choose
(0) = 𝒇 (0) = (0, 1) and 𝒗(0) = (0, 0). For this initial condition and the chosen friction parameter, the point mass slides downhill
nd comes to rest at 𝑡 ≈ 2.1 due to friction.

ase 2:. (sliding after impact) The point mass starts at rest with 𝒒(0) = (0, 1.5), i.e., it starts from a resting position situated above
he slope. Hence, the point mass will fall down and eventually come into contact with the slope, where an inelastic impact occurs.
ubsequently, the point mass starts sliding on the slope until coming to rest.

The trajectories for both cases are depicted in Fig. 8. It can be seen that in case 1 the velocity of the point mass is continuous,
hereas in case 2 there is a velocity jump at 𝑡 ≈ 0.3 due to the impact. Between 𝑡 = 2 and 𝑡 = 2.5, the motions of both cases show
kink in the velocity. At that time instant, the velocity is not differentiable. This behavior is the result of a slip-stick transition,
hich causes the acceleration to jump.
13



Computer Methods in Applied Mechanics and Engineering 418 (2024) 116496G. Capobianco et al.

s
b
(

Fig. 7. Sketch of the initial conditions for the point mass (falling and) sliding on a slope. The contact surface is given by the function 𝑦 = exp(−𝑥).

Fig. 8. Simulation results of the point mass on slope example for cases 1 and 2 computed using the presented method with 𝑠 = 3 and 𝛥𝑡 = 10−2.

We investigate the convergence of the presented schemes numerically. For that, the cases 1 and 2 are simulated with different
tep sizes 𝛥𝑡 ∈ {3.2 ⋅ 10−3, 6.4 ⋅ 10−3, 1.28 ⋅ 10−2, 2.56 ⋅ 10−2, 5.12 ⋅ 10−2, 1.024 ⋅ 10−1, 2.048 ⋅ 10−1, 4.096 ⋅ 10−1} and the convergence
ehavior of the solutions with respect to an accurate numerical solution computed with 𝛥𝑡ref = 5 ⋅ 10−5 is studied. Let 𝒙𝑛 and 𝒙ref

𝑛
𝑛 = 1, 2,… ) be the time evolution of a quantity (e.g. 𝒙 = 𝒒 or 𝒙 = 𝒗) computed with the step sizes 𝛥𝑡 and 𝛥𝑡ref, respectively.
14
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Fig. 9. Convergence behavior of the 𝑠-stage Lobatto IIIA-IIIB scheme for case 1 and 2.

Moreover, assume that 𝒙𝑛 and 𝒙ref
𝑛 approximate the values of 𝒙 at the times 𝑡𝑛 = 𝑛𝛥𝑡. The time evolution of the error between the

simulated and the reference solution is therefore 𝒆𝒙𝑛 = 𝒙𝑛 − 𝒙ref
𝑛 and we define the overall simulation error as

‖𝒆𝒙‖1 = 𝛥𝑡
𝑁
∑

𝑛=1
‖𝒆𝒙𝑛‖1 = 𝛥𝑡

𝑁
∑

𝑛=1

𝑛𝑥
∑

𝑘=1
|𝑒𝒙,𝑘𝑛 |, (74)

where 𝑒𝒙,𝑘𝑛 is the 𝑘th component of the vector 𝒆𝒙𝑛 .
The convergence of the presented Lobatto IIIA-IIIB scheme is shown in Fig. 9. For all simulations used in this convergence study,

the absolute tolerance used for solving the time steps with the semismooth Newton method was 10−14. Moreover, in both cases,
the time span 𝐼 = [0, 1.6] is analyzed only, i.e., in both cases the slip-stick transition is excluded from the convergence study. With
this choice, the motion in case 1 is smooth and corresponds to the motion of a point mass, which moves along the slope and is
subjected to sliding friction described by a single-valued force law. For case 1, the convergence rate 2𝑠 − 2 known for the Lobatto
IIIA-IIIB schemes [3] for bilaterally constrained systems is observed in Fig. 9. This is no surprise, as for case 1, the contact is always
closed and the discrete contact law is consistent with the discretization of bilateral constraints, i.e., the contact law reduces to the
discretization of a bilateral constraint. This showcases the importance of discretizing the normal contact law consistently with the
bilateral constraints. Otherwise, the good convergence behavior could be lost.

For case 2, Fig. 9 shows a convergence behavior that is not monotonous and appears to be of first order. This convergence
behavior is in line with the results for other event-capturing schemes [9,27]. As all event-capturing schemes, the presented methods
smear the impact law over a whole time interval and use the velocity at the beginning and the end of the time step as pre- and post-
impact velocities, respectively. It is clear that this kind of discretization becomes exact for 𝛥𝑡 → 0. Hence, as observed, the presented
scheme is convergent. The apparent first order convergence might be explained by the fact that the just mentioned smearing of the
impact law resolves the exact impact time only to the order of the time step.

7. Conclusion

We presented a family of Lobatto IIIA-IIIB methods for the simulation of mechanical systems with frictional contact. All
introduced schemes treat the nonsmoothness arising from the frictional contact in an event-capturing way. For the derivation of
the schemes, we have stated a generalized version of the principle of virtual action. Subsequently, the principle of virtual action
15
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was discretized using a Lobatto quadrature and the schemes resulted as the necessary and sufficient conditions of the variational
principle. For the discretization of the frictional contact law, the unilateral constraints were discretized consistently with the bilateral
constraints. Additionally, the Newton-type (frictional) impact law has been discretized by demanding the impact law integrally over
a whole time step.

For the derivation of the schemes it was crucial to formulate a version of the principle of virtual action that treats the generalized
oordinates, the velocities and the momenta as a priori separated functions of time. By doing so, their interrelation is encoded by
he functional defining the virtual action. Hence, discretizing the principle of virtual action leads to discretized versions of the
nterrelations between the positions, velocities and momenta.

After deriving the presented schemes, these have been numerically validated using benchmark examples. The bouncing ball
xample shows that the presented Lobatto IIIA-IIIB family is indeed event-capturing. All schemes can overcome accumulation points
nd the discretization of the contact law correctly reproduces the analytical solutions in case of frictional impact and slip-stick
ransitions. With the slider-crank mechanism, we could showcase that the presented schemes can cope with systems with multiple
ontact points that close simultaneously and with systems with high frequency contact patterns. Finally, the point mass on a slope
enchmark was used to showcase the drop in convergence order for discontinuous motions, which is typical for event-capturing
chemes. Moreover, with the same benchmark, we highlighted the importance of having a discrete contact law that is consistent with
he discretization of the bilateral constraints. As a consequence of this consistency, the convergence order 2𝑠−2 of the Lobatto IIIA-

IIIB schemes for bilaterally constrained systems is retrieved for motions with persistent contact. This result is of major importance,
as many engineering applications have motions with persistent contact rather than impacting motions, e.g., rolling contact in vehicle
dynamics simulations.
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